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Editor's 
Introduction 

DIGITAL has pioneered many net
working developments i.n its 40-year 
history. A recent development, Alta Vista, 
has ctptured the popular imagination, 
as evidenced by worldwide accesses, 
averaging 18 million per day, to this 
Internet search engine .  Introduced in 
1995, AltaVista indexing of the entire 
Internet \Vas made possible by 64-bir 
VLM Alpha technology. The index 
proceeds today at a pace of more than 
6 million pages per day. DIGITAL's 
Internet developments, however, 
go well beyond search functions. 
Business users need greatJy improved 
security and protection to integrate 
the power oflnternet connectivity 
into their businesses. It is this need 
that is addressed in tl1e papers on 

tunnels, firewalls, and electronic mail. 
Additional papers in the issue feature 
high-performance, low-cost Alpha 
microprocessor-based workstations 
with unique design features, such 
as a single-chip core logic ASIC. 

"Tunnel" and "firewall" are strong 
metaphors rhar developers use to 

connote rhe kind of security software 
necessary to prorecr business com
munications rransmirted over the 
Internet. Tunneling protects data 
as ir travels in the public Internet 
by providing secure encapsulation 
within the standard TCP /I P proto
col. However, as Ken Alden and Ted 
Wobber explain, additional security 
measures arc necessary, specifically, 
cryptographically secure encapsulated 
packers. The authors describe how 
secure network-level routing can 
be achieved by combining tJ1e well
known technologies of tunneling and 
secure channels. The paper includes 
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their experiences in deploying the 
AltaVista Tunnel within DIGITAL. 

Once data arrives-almost-at irs 
destination, the firewall is a filtering 
router that determines whicb data 
packers will be allowed to pass from 

rhc public to the private ncrvvork. 

lv!Jrk Smith, Scan Doherty, Ollie 

Leahy, and Ocr Tynan compare types 
of firewalls; describe firewall functions 
�uch as alarm systems, autJ1cntication, 
and reporting; and present tJ1c design 
ofcheAiraVista Firewall tor DIGITAL 
UNIX. The AltaVista Firewall com
prises both application-level and 
p�Kket-filtering functionality and 
implements the p1inciplc "that which 
is not expressly permitted is denied." 

The development of the Alta Vista 
Mail product is presented by Nick 
Shipman as a case study in the issues 
being engineers who design products 
t(Jr business users of the Internet. 
He relates several of the fundamental 
assumptions about engineering pro
jects that were overturned by the 
engineering team; tor example, 
product definition had conventionally 
started witJ1 tJ1c tcclmical issues to be 
addressed and now starred instead 
11�tl1 a product pw-cbase price . .htrtl1er, 
in an eftorr ro ensure product sim
plicity tor the target customer, they 
imposed the principle of simplicity 
throughout tl1e project-simplicity 
in presentation, in design, in meth
ods, ::md in implementation. 

A low-cost, high-performance 
workstation has been designed by 
DIGITAL's workstation engineering 
group. In the first of two papers 
about the DIGITAL Personal 
\IVorkstarions, Ken Weiss and Kenny 

Vol. 9 No. 2 1 997 

House discuss the primary reasons f(x 
initiJting a wholly new design: simul
taneously ro take advantage of new, 
high-performance memory technolo
gies and ro implement at a low cosr. 

A new, low-cost core logic design 
was needed ro fimction as rhe CPU
to-memory interface. The result, 
described by Reinhard Schumann, 
w:ts tl1e 2117 4 single-chip core logic 

ASIC f()r the Alpha microprocessor. 
Designers were able to meet tl1eir 
own aggressive performance go:Ils bv 
f(xusing on reductions in the main 
memory latency that was attributable 
ro rhc memory controller subsystem 
and by using as much of the raw 
bandwidth of the Alpha 21164 
CPU's data bus as possible. 

Subjects tor papers in the next 
issue of rhe .fou mal inc I ude the 
par:dlel SCSI technology, shared 
desktop software, and a high
performance debugger. 

Jane C. Blake 
McmuMillJ:t Fditor 



Foreword 

Paul J. Cormier 

DirectorofEngineerinl!,, AltaVista 

In this issue, we focus on Internet 

software products that arc part of the 
Alta Vist:� portfolio. These p:�rticular 
products arc notable because of the 
fashion in which they have been 

developed and brought to market. 

With the commercial Internet sofr
w:�re industry moving quickly from 

nonexistence tO the most competitive 

and fast-moving industry in existence, 

engineers have recognized the need 
for innovation at all stages of product 
lik. To succeed in Internet software, 
engineers must be innovators both 
in technology and in product devel
opment. Innovation begins with 

the concept and continues through 

product development and on to 
delivery to the end user; and the 
cvcle continues. 

From the beginning of the Internet 
revolution, DIGITAL h:�s been a 
significant player in Internet somvare 
and solutions development. The 

company's success is attributable 
to the many diverse and technicallv 
t::lientcd groups that are f(JCusing 
their resources on developing soft

ware and solutions for Internet users. 

The products presented in this 
issue are good examples of the resuJts 
that can be achieved in extremely 
short periods of time-six to nine 
months-when research, product 

development, and services groups 
work together to bring world-class 

products to market. 
In the case of the Firewall product, 

research rook the lead early, while 
the Internet was still used almost 
exclusively by the scientific and tech
nical community. As one of the first 

Fortune 500 companies to connect 
to the Internet, DIGITAL quickly 
saw the threat to the security of its 

network and, in response, members 

of its research group developed the 
initial firewall technology. As with 
many innov:�t.ions, this technology 
was recognized by DIGITAL's cus
tomers as sratc-ot:the-art and was in 

turn demanded by tl1em for their own 

uses. While this complex technology 
was stiU in its infancy, DIGITAL 
Services was able ro deliver high-end 
security solutions to companies that 
desired to connect to the Internet. 

Not surprisingly, these companies 

also needed to address the same net
work security issues that DIGITAL 

raced as a consequence of collJlecting 
to the public inti-Jstructure. Starting 

with the firewall technology, the 
SEAL Firewall Service was born, and 
DIGITAL became one of the very first 
Internet security somvare providers. 

As more and more enterprises 

connected to the Internet and 
experienced the same security issues 
DIGITAL had been facing, it became 
evident that both firewall technology 
and the market were beginning to 

mature. These factors quickly led 
to the DIGITAL AltaVista Firewall 
product. 

DIGITAL responded to this mar

ket demand quickly, initially moving 
the SEAL technology to a standalone 

product on DIGITAL UNIX plat
forms. The same engineering group 
that developed the SEAL technology 
tor tJ1e Services group seamlessly 
moved to product engineering, first 

in the Internet Business Group and 
later to the Alta Vista Group. This 
smooth transfer of experience a.J lowed 

DIGITAL to go to market after a 

short, six-momh development cycle 
and to be one of the first vendors to 
ofter a st.andalone, commerciJI fire
wJII product. 

Engineering has .learned ti·om 
research and carried that knowledge 
:�nd experience through services :md 

directJy to the product engineering 

community. Moreover, engineering 

has adapted its process to sr::�y com
petitive within the Internet market, 
enabling DIGITAL to be a technol
ogy leader witl1 the Alta Vista Firewall 
product on DIGITAL UNIX and, 

more recently, on the \Vindows NT 
platform. 

The AltaVista runnel, or secure 
'�rtual private network product (VPN), 
has similar roots to those of the fire
wall technology. Tunneling was born 
in response to a need for visitors at 
DIGITAL facilities to securely tra
verse the trusted internal network 

with untrusted packets. Again, the 

research community rook the lead. 
With the tllllJleiing concept 

reversed, that is, access allowed from 

the untrusted external net\vork (the 
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Internet) to the trusted corporate 

network and with encryption added, 

the rudimentary basis tor today's 
product was put forward. 

The newly tonned Internet engi

neering group was ready to take the 

technology and prototype forll'ard, 

putcing into action a new instance of 

the research-engineering partnership. 
As was the case with the firewall, a tal

ented engineering group moved the 

initial product to market within six 

monrbs. DIGITAL was once again 

able to lead in the Internet space and 

dajm the first VPN product to surface 
in tl1e market, one that currently has 

many compecirors. 

As was also the case with the fire

wall, DIGITAL recognized a good 

use of this technology to solve one of 

its own problems. The telecommlllu

cacions costs of moving d1e U.S. -based 

sales force to home offices and con
necting it back into the corporate net

work were becoming excessive. The 

information services organization ran 

a pilot with 2,000 sales people, using 

local Internet connections and the 

Internet tunnel to authenticate users 
to the DIGITAL corporate network. 
The solution was perfect because the 

tunnel supplies the encrvption capa

bility that ensures the privacy of con
fidential business data as it traverses 
the public network inti·astructure. 

The results ofthe pilot were stag

gering in terms of the savings in 
telecommu1ucations costs and keep

ing our internal network secure. 

With this pilot in hand, informacion 
services moved to ofter the tunneling 

service to other internal groups as a 

Digital Technical journal 

way to solve DIGITAL's mobile

worker problem. 

DIGITAL Services has also begun 

to ofkr 1 he runnel product, coupled 

ll'ith int(mnation services' pilot 

experiences, as a solucion to its cus
tomers-the same model used with 

the initial tirell'all technology. 

As DIGITAL and the industrv 
move f·()rward in using the Internet 

JS an efkctive business tool, standards 

arc emerging that DIGITAL is help

ing to define. Future products arc 

being dc1·doped based on the stan

dards and include fean1res that allo11· 

other companies, "'ho may have verv 

different securitv strategies :llld poli
cies, to take advantage of the Internet 

in a secure and productive manner. 

The model of research, product 

development, and services II'Orking 

together to deliver innovative, cunjng

edge products and solutions that use 

the ubiquity of the Internet to solve 

rcal-ll'orld customer problems will 

continue to expand DIGITAL's 

Internet capabilities and ofkrings. 

A cornerstone of the research
product-development-services model 
is the t:-�lent and mind-set of the prod
uct engineering group. The advan
tage of keeping intact the core of the 

Internet and AltaVista engineering 
groups through the e ntire techno
logical cycle that I present here has 

enabled the engineers to react quickly 
to changing requirements and market 

conditjons. The group has consistently 

responded ll'ith t\\'0 major product 

releases per year and some minor 

releases needed to satisf)• J particular, 

significant demand. 
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As has been proven with these 

products, the model that is good for 
the company and t()r the customer 

is one that includes 
• Researchers incubating and 

piloting the technology in 
the labs 

• Engineering groups t"<lpidlv pro

totyping and developing product 

• Services groups developing a 

repeatable solution tor customers 

DIGITAL will continue to move 

technologies rapidly ti-om research 

through products and on to solutions, 

thus accelerating rhe use of tbe 
Internet as a mainsrrean1 business 

tool and helping businesses take 

advantage of the Internet and be 

competitive in their own markets. 



The AltaVista Tunnel: 
Using the Internet to 
Extend Corporate 
Networks 

The public Internet has become a low-cost 

connection medium for joining remote employ

ees or offices to a private intranet and for per

mitting impromptu high-speed connections 

between business partners. This connectivity 

is offset by a significant loss in security. The 

AltaVista Tunnel, a DIGITAL product, offers 

secure network-level routing over Internet 

connections by combining two well-known 

networking technologies: tunneling and secure 

channels. This paper discusses the design and 

implementation of the AltaVista Tunnel and 

describes our experience in deploying the 

product within DIGITAL. 

I 
Kenneth F. Alden 
Edward P. Wobber 

The public Internet is fast becoming a ubiquitous and 
inexpensive medium t<x connecting remote employ
ees or offices to a private intranet or f(x permitting 
impromptu high-speed connections between business 
partners. This gain in connectivity is offset by a signifi
cant loss in security, however. The Internet is notori
ous tor electronic break-ins and eavesdropping. 

The AltaVista Tunnel, a DIGITAL product, otkrs 
network-layer routing over secure Internet connec
tions. This allows , tor example, a mobile user to con
nect securely to his or her corporate network using the 
Internet. Similarly, a corporate network can employ 
the AltaVista Tunnel to securely link remote offices 
with Internet connections. Although our product uses 
the Internet for packet transport, all traffic is encapsu
lated within cr yptographically secured connections. 
Because the AltaVista Tunnel is a nct\vork-laycr 
router, client applications can run without modifica
tion. Moreover, our product is firewall independent 
and therdore can be used in concert with most com
mon firewalls. The AltaVista Tunnel supports both 
static connections to remote oHices and intermittent 
connections to single-user machines. Currently, imple
mentations exist for the UNIX, Windows 95, and 
Windows NT platforms. 

In this paper, we begin \Vitb an overview of the ben
efits and pittalls presented by using the Internet tor 
private net\vork connectivity. Next, we describe the 
design of the net\vork protocol used by the Alta Vista 
Tunnel, with a particular tocus on the security concerns 
that Jed to this design. We then discuss how we imple
mented our design. Finally, we brief1y describe our 
experiellce deploying the tunnel product in a hu·ge cor
porate network, provide performance data, and discuss 
some of the securiry risks rhis technology entails. 

Overview 

Before rhe I ntcrnet became pervasive, corporate net
works were built ti-om leased and dial-in telephone 
lines. Such networks carried su bsrantial costs for both 
communications equipment and telephone service. 
Usually, security relied on the inaccessibility of rhe 
physical medium, and over the years, the risk of wiretap 
has proved to be slight when compared to password 
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cracking or other higher-level �lttack. The reason for 
this is th�lt most telephone systems are both proprietary 
and cemra lly managed, and they are tbcrdore not easy 
to subvert in the brge without a subst�lnti:d budget. 

The Internet brings opportunity J.nd challenge to 
the modern corporate network designer. Glob:1l con
nectivity makes it possible to replace expensive leased 
lines and communications equipment with Internet 
connections. However, such connections LKk the 

physical security of telephone lines. Furthermore, 
direct connection to the Internet poses numerous, 
well-documented security problems. Conscquentlv, 
many organizations find it necessary to isolate their 
private networks behind firewalls-filtcring routers 
that place constrJints on packets Jllo\\·ed ro pass 
between protected and public networks. The policy 
decisions made in configuring firewalls alwavs im·olve 
a difficult trade-off between securiry and functionalitv. 

Cryptography makes it possible to emulate most of 
the properties of physically secure wire using Internet 
connections. When enc1psulated at a suitable protocol 
level , cryptographically secured data cJ.n be allowed to 
trJ\'ersc firewalls without substanrialll· weakening 
security policy. However, the encapsulation protocol 
must require no implicit trust in the router nodes and 
links that make up the f�1bric of the insecure nct\\'ork. 
To solve this problem, the protocol employed by 
the AltaVista Tunnel uses a symhesis of t\\'O \\'ell
understood networking constructs: tunncli ng proto
cols' and secure ch:mnels.2 

Protocol Design 

In computer networks, tunneling is the act of cnGlpsu
lating one communications protocol within another. 
For example, a DECnet-in-IP tunnel might tL1nsporr 
D.ECnet daragrams over Jn Internet Protocol ( l P) net
work using IP datagrams. In this Jrr:mgemcnt, IP 
cbtagrams act only as a transport meci1J.nism-rhere is 
no need for the active nodes in the IP network to inter
pret or ro manipulate the encapsulated DECnet pack
ers. A tunnel alone, however, cannot gu�1ranrce rh<lt an 

NETWORK X 
1 

TUNNELED 
IP PACKET 

\ 

\ -' \ -' 

intermediate node ("man-in-the-middle") will not 
inrention�11ly read or modin' the data portions of tun
neled pJckcts. To prevent such unwanted tampering, 
we cryptographically secure encapsulated packers for 
passJge over the public net\\'Ork. Abstractly, data 
passed over this secure channel appears once Jnd 
onlv once at the rccei,·er as sent by the sender. 
furthermore, an attacker observing the public net
work cannot read this cbta. Thus, tunnel encapsula
tion ensures that private-network daragrams unnot 
interact with tl1C routing algorithms oft he public net
\\'Ork, whereas secure channels guarantee that the tun
neled dat�l arri,·c intJct fl·om an authenticated source 
and that privacy is maintained. 

figure L depicts a secure runnel in operJtion. Nodes 
A and R ::ti"C tunnel endpoints, that is, packet routers 
that forw�1rd to �1nd from tunneled routes. Node A 
processes datagrams in private network X and deter
mines which, if any, should be routed to private net
work Y. Node A then enc:1psulatcs all such datagrams 
and sends them securely across its tunnel connection 
to node B. Node B checks the integrity of each trans
mission and then decapsulatcs and fclrll'ards the 
cbtagrams ro network Y. 'The process is symmetric, 
although this is not t1icrurcd. 

These methods can be used to connect any sort of 
private network; however, our product is specifically 
designed to connect TP networks Lw tunneling !P dau
gr<lrns. Given rbc dominance of!P in the network rnJr
kcrplace, the choice of network type is easl'. The choice 
of protocol from \\'hich ro construct tunnel connec
tions is more difficult. There arc three obvious c::tn
didares: Ll', User Dar:1gram Protocol (UDP), Jnd 
Tr<msmission Control Protocol (TCP). 

Since IP is a network protocol, there is no notion of 
port-IC\'CI Jddressing. This implies that IP-in-IP tun
nels must be tmplemented very close to the operating 
system, and anv multiplexing of runnel connections 
must be explicitly Jddcd. Since our goal \\'as f(Jr our 
tunneling product to be firewall and operating system 
independent, we rejected I I' in t:l\·or of �1 higher-lc\·e l 
protocol. 

l NETWORK Y 

-' ( 
-' 

� 

<( 

� 

<( 

� 
NODE A �--� �f--1 NODE B f--1 T a: a: . 

Figure 1 
A Secure Tunnel in Operarion 
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The choice bcrween UDP and TCP depends on 
whether datagrams or byte streams best apply to tu n
neling. S ince our appl ication is i nherently connection 
oriented,  TCP offers a natural fir,  whi le any UDP 
design must include an explicit means for re l iable con
nection maintenance . In addition, byte streams el imi 
nate constraints caused by packet boundaries, so 
fragmentation and maximum size determination pose 
few di fficulties. Furthermore, byte streams enable 
forms of cryptography and data compression that 
wou ld be awkward to implement using datagrams. Of 
cou rse this flexibi l ity docs not come without cost. TCP 
adds an extra l ayer of reliable transmission, and per
packer headers arc l arge . 

The previous d iscussion lends no clear advantage to 
ei ther p rotocol option . We chose to impl ement the 
Al taVista Tu nnel using IP- in -TCP in order to simpl if)' 
firewa l l  security policy. As shown i n  Figure 2, a tu nnel 
connection usual ly traverses at  l east one firewa l l .  I n  
practice, a runnel virtual connection i s  composed of 
several distinct TCP connections la id end-to-end . 
'vVhcre TCP connectjons meet, there is a bid irectional 
relay process that shuffles packets in e ither d i rection . 
Such a relay service is incl uded with most tirewal l s . '  
We also offer an intel l igent relay that participates in the 
tunnel connection protocol and therefore a l lows more 
flexibi l ity i n  choosing destination endpoi nts. 

By using TC P connections and relays, we min imize 
the policy changes required to permit tunnel txaversaJ . 
A l l  that is necessary is to enable TCP connections 
between the tunnel  endpoint, which is on the private 
network, and the relay, which is j ust outside the fire
wal l .  ( Note that relays are logical ly outside the firewal l ,  
al though they might be implemented on the firewa l l  
machine . )  Whether a generic or an  i ntell igent relay is 
used, fi rewa l l - traversal connections always originate 
on a loca l ly  control led network. Furthermore, TCP 
connection requests are infrequent, and therefore 
TCP traversa ls are more tractable to log at the fi rewall 
than arc datagrams. Al though the firewall industry has 
begun to develop standards for I P- in-IP tunnels,' " our 
choice of IP - in -TCP gives us the c lear advantage 
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that tunnel endpoints need not be packaged with 
or dependent on a specific fi rewall implementation .  
Eventual ly, the emerging standards  wi ll probab.ly pre
vail for static tun nels; however, no standards exist for 
transient (mobi le)  users and our solution remains 
quite viable .  

Implementation 

As with many tunnel  implementations, '  we provide 
tunnel ing by tricki ng the operating system's rout i ng 
layer i nto forwarding packets to a n  emulated network 
device. This device does not transmit packets directly, 
but rather it encapsul ates them as data witrun a h igher
level protocol .  The Alt:Nista Tu nne l  implementation 
contains three major components: the tu nnel applica
tion,  the protocol hand ler, and the pseudo-device dri
ver. The majn  fu nction of the tun nel  appl ication is to 
interact with the user or system administrator and to 
modif)r the system routing tables to make tunneled 
routes avaj lab le .  This code also maintaj ns a database of 
acceptable partner endpoints and matching crypto
graphic keys. The protocol handler  im plements the 
tunnel e ncapsulation protocol and all associated cryp
tography. The pseudo-device driver is responsible tor 
redirecting packers tl·om the local IP stack to the 
encapsulation protocol handler and vice versa. 

Figure 3 shows how the components of the 
AltaVista Tunnel  cooperate to process tunneled IP 
packets. The diagram depicts a single-user cl ient and a 
tunnel server. Al though the same basic su-ucture 
appl ies to all tunnel endpoi nt software, there are su b
stantial differences between single - user and server con
figurations, and between the UNIX and Windows 
implementations. For example, the single-user version 
usually runs only whi le the user is actively connected.  
On the server s ide,  the tunnel application is a daemon 
process that continuously wajts for connection requests 
and services existing connections. The fol lowing  three 
sections discuss the individual system components in 
detail and , where appropriate, point out the djfferences 
between the VJJ"ious software configurations. 
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The Tunnel Application 

The primary flmction of rhc tunnel application is to 
present a user inter face (UI ) .  Although each instantia
tion of the user in terf1ce i s  sl ightly different, the flmc
tion of the appl ication remains the S <1 111 C .  The 
AJtaVista Personal Tu nnel '97, a single- user configura
tion, offers a straighttorward graph ical user interbce 
( G U l )  (see Figure 4)  that allows the user ro register a 
set of target runne l  servers, select from this set, and 
then establish and tear down connections. The 
emphasis is on simpl icity. A tunnel connection may be 
started from either a command l i ne interface or the 
GUI .  If the GUI  is used to start a tunnel, the GUI  win
dow can be minimized and ignored until the end of 
the tunnel session. The �lppl ication logs all interesting 
events , reflects current state through the user inter
face, and notifies the user ofexceptional events. In  this 
configu ration, only traffic h-om l ocal appl ications is 
directed over the tunnel ,  and no i nbound tunnel con
nection requests arc accepted. 

In the server configuration, rhe tunnel application is 
significantly more compl icated . The primary tl.mction 
of the server code is to restrict ru nnel access to ;Ju tho
rized cl ients . To achieve this, the server appl ication is 
�1 lso responsible tor issu ing cryptographic credentials 
and maintaining an authorization database . In add i 
tion to accepting con nections, a tunne l  server i s  capa
ble of in itiating them. In the "workgroup" tunnel  
configuration , two servers cooperate to maintain a 
permanent connection , for example between a corpo
rate network and a remote office local area network 
( LAN) .  A tu nnel server is a tl.I I l-t1edged router-its job 
is to forward packets from the protected network into 
the tunnel and vice versa. We offer servers tor both rhe 
UNIX and the Windows NT environments. 
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Routing 

As mentioned in the Implementation section, our tu n
nel works by manipulation of the system routing table .  
In some environments ,  such as \Vindows 9 5 ,  there is 
no fu l ly integrated notion of packet routing ( some
times called IP t(Jrwarding) .  However, there is support 
for mu l tiple network devices . Each network device bas 
a uniquely assigned I P  address so that the IP stack can 
determine which device to use when transmitting 
packets. The AltaVista Tunne l  pseudo-device appears 
to the operating system as j ust another network 
device. There is a one-to-one relationship between 
tunne l  connections and pseud o-devices. During con
nection establ ishment, the tunne l  application activates 
a pseudo-device and modi fies the routing table to 
i nclude any newly reachable private network or net
\vorks . The app l ication then restores the original state 
upon termination of the connection. 

The tunnel server is implemented in a richer routing 
environ ment. Each server typically routes an entire IP 
class-C subnet\vork (254 addresses) but may support 
partial subnetworks or mu ltiple networks as wel l .  A 
tunnel server can maintain mul tiple con nections, and 
this is accomplished by assigning a different I P  add ress 
to each pseudo-device/tunnel con nection . IP  pseudo
device add resses :tt both ends of the runnel arc assigned 
dytumically or statically from a pool of' IP add resses 
control led by the server. The operating system,  com
bined with a routing  management program such as 
gated/ pert<xms all necessary route propagation.  As 
discussed in the next section, each tunnel  user can be 
restricted to a specific set ofiP addresses. Tbis approach 
allows net\vork managers to esta blish routing policy 
based on user class . To obtai n  fine-grain control over 
a given tunnel con nection, the server can also run a 
packet-fi l tering program such as screend' to restrict the 
IP protocols entering and exiting that tu nnel .  
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Key Management and Access Control 

In  practice, a secure channel protocol is only as strong 
as the techniques it employs for naming and key d istri 
bution .  In the AltaVista Tunnel system,  we must name 
both tunnel servers and human users. (Tunnel users 
must be authenticated by name, not by IP address, 
since many users acquire IP addresses dynamical ly from 
rl1eir Internet service provider. ) Because no ubiqu itous 
infrastructure exists to support such a namespace , our 
software currently  assumes a flat, server-specific nam
ing structure, much in the style of PGP .'' We use RSA 

publ ic-key cryptography'0 to estab l ish secure connec
tions. Each tunnel endpoint maintains a key file that 
contains a seq uence of names and matching publ ic 
keys-one (name, key) pair per potential destination. 
Each key file a.lso contains the password-encrypted pri
vate key of its maintainer. The key fi le is signed by this 
private key to prevent tampering. Note that the com
promise of any given (nonscrvcr) key file docs not 
affect the security of other endpoints. Although we 

could have obtained a similar result with symmetric key 
encryption , we believe that the current design wil l 
a.llmv our system to scale up graceful ly through the 
addition of public key certification . 

When a new user is registered , the tunnel server 
generates a new RSA. key and key file for that user. The 
user's public key is inserted into the server's key file, 
and conversely, the server's key i s  inserted into the 
user's key tile .  To obtain enough randomness for key 
generation,  we care fu l ly measure tbe elapsed ti me ( in  
mach ine instructions) to perform each of a seq uence 
of d isk seeks . These results are then hashed to provide 
a seed for a pseudorandom number generator. There is 
substantial evid ence that the air turbu lence between 
hard-disk heads and platters contri butes sufficient ran
domness for such purposes . "  

Both single-user and server tunnel applications use 
key fi les, and the credentials stored t herein,  as a mini
mum requirement tor successfu l  authentication and 
authorization . Our server software p laces additional 
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constraints on i ncoming connection requests. I n  :�ddi 
tion to recordi n g  a new user's publ ic  key, tunnel 
servers maintai n a sma l l  set of tu n nel con figuration 
parameters for each user. These parameters defi n e  the 
range of IP add ress pai rs that can be assigned to the 
server and client pseudo-device, the set of network 
routing entxies that are passed from server ro c l ient  at 
tu nnel  formation, and the minimum level of  encryp
tion strength permitted for a tu nnel  con nection . 

Creati ng or i nitiating J ru nne l  connection can be a 
complex task, considering the network path the tu nne l  
con nection might traverse. This path can inc lude nvo 
inte l l igen t  relays, any nu mber of generic TCP/I P 
relays, and a tina! tunnel  endpoi nt .  Requiring the user 
to remember such a path wou l d  have made the tun
n e l  exceedi ngly d i fticult to operate . Therefore, the 
AltaVista Tu nnel  stores this i n formation i n  a n  external 
con tiguration file. Each new user receives both a con
figuration fi le  and a key fi le  to i nit ia l ize a newly 
installed tunnel  appl ication. These tiles provide a l l  the 
dJta necessary to run the tun nel appl ication-the user 
need only press the connect button.  

The Protocol Hand ler 

The AltaVista Tu nnel protocol handler is responsible 
tor establishing secure virtual connections benveen ru n
nel endpoints and for encapsulating and transmitting 
redirected IP packets as data. These con nections are vir
tual in that they are composed of several distinct TCP 
connections joined by relays. Upon tl1e establishment of 
each n ew virtual connection, the tun nel e ndpoints 
engage in a dialog to :tgree on security parameters for 
that connection. For our purposes, a secure connection 
must have at least the tol l  owing properties: 

• Authenticity-Data received over the channel  orig
i nates at a known sender. 

• I ntegrity-Data received over the channel  cannot 
be modified in transit.  

• Exactly-once dcl ivcry-E:�ch datu m is received once 
and only once. 

• Privacy-An attacker may not learn the contents of 
transmitted data by observing the nenvork. 

We use cryptography to provide these properties. As 
d iscussed i n  the previous section,  key fi les form the 
long-term basis for trust benveen tunnel e ndpoi nts. 
Prior to transmitting data, the parties must perform 
mu tual authentication and agree on a key length,  a set 
of  cryptographic  a l gorithms, and a shared encryption 
key. I t  is im portant that keys be negotiated peri od i 
cal ly, since this m i n i mizes the benefit  a n  attacker can 
gai n  from breaking a speci ftc key. I n  the current 
AltaVista Tu n nel , we perform the very simple key 
exch<mge shown in Figure 5 .' 
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l .  A sends to B:  A,  B,  ( P,�> l ,  Kl>  ' (S , )  
2 .  B sends to A:  B ,  A,  { P�> , ) ,  K ' (S�> ) 

A and B compute: P, = Best ( ( P,, l 1\ { P,, l )  
A and B compute: S = S, S, 
A and B compute: K = Red uce ( Pt,  S )  

Figure 5 
Tu nnel  Kev Exc lungc Protocol 

Figure 5 describes our key exchange protocol ;  K ' (  ) 
signi fies encryption with the publ ic  component of an 
RSA key pair .  Suppose tunnel  nodes A and B wish to 
share an encryption key. Both cJn determi ne their 
partner's public key from their local  key fi le . As shown 
i n  Figure 5, node A i n ve n ts a random n u mber S.,, 
e ncrypts it with node B 's pu bl ic  key, and sends it to 
node B's  n etwork add ress. This message also inc ludes 
{P ,, l ,  a set of proposed cryptographic a lgorithms and 
key lengths that node A considers acceptable for com
mun icating with node B. Upon receipt of message 1 ,  
node B simi larly constructs and sends response 2 .  
Now n odes A and B can choose P, , a negotiated 
choice of key l ength and al gorith m ,  by i n tersecting 
sets { P,,) and { P,, , l and then selecting the best available 
option using an a priori ranking.  Both parries can also 
compute S, a shared key seed, by decryption and 
exclusive OR. Final l y, nodes A and B can produce a 
shared key by red ucing the shared seed to a kev i n  a 
manner specific to P,. For s impl ic ity, this prot;col is 
execu ted for every new connection,  a nd by defau lt, a 
new con nection is establ ished every 30 m i nutes. This 
technique gu<lrantees that the active key is updated 
frequently. 

O ur protocol succeeds because o n l y  node B can 
decrypt message 1 ,  and only node A can decrypt mes
sage 2. As a rcsu l t, both parties em bel ieve that K is 
known only to each other. An i n tennedi Jtc node can
not control the negotiated key by i n tercepting mes
sage 1 and then retra nsmitting a mod i fied version to 
n ode B. ( Note that this represents a deniJ I -of-service 
attack. ) Both node A and node B, ho,vever, must take 
some care in choosing their algorithm p roposa l s .  An 
intermed iate node can force the resulta n t  connection 
parameters P to be the weakest proposal jointl y  accept
able to both parties. This problem wou l d  be e l i m i 
n ated i f  messages l a n d  2 vvere cryptographica l l y  
signed at thei r origi n .  

O nce t h e  key exchange i s  complete ,  i t  is  easv to see 
how to ach ic,·c the essential  p roperties of secu re con
nections. We sign a l l  transmitted data by appending 
the output of a keyed h ash fu nction u nder  K, where a 
keyed hash fu nction (such as the one d escri bed by 



Krawcyzk er aJ . ' ! ) is a cryptographic h ash of data that 
incorporates a shared secret. This signature guara ntees 
the authentic ity of the d ata ( more specifical ly, the 
signer m ust know K) and ensu res that any i n-tr:msit 
mod i fication will be detected . Once-only del ivery is  
guaranteed by inc luding a monotonically increasing 
sequence n u m ber in  the keyed h ash . Si nce TCP 
sequence n u m bers arc not secure, an attacker could 
otherwise insert previously sent data into the data 
stream.  Fi nal ly, privacy is obtained by applying a sym 
metric cipher, such as the RC4 algorithm,'' to a l l  tu n 
neled datagrams using K t o  in itialize the keying 
materia l .  Note that si nce our transport is  rel iable, hav
ing no missing data or out-of-order del ivery, i t  is easy 
to usc a stream cipher for this purpose. S imi larly, com
pression state can be maintained over the l ifetime of 
a connection . This a l l ows for efficient compression of 
data prior to encryption ,  a lthough we have yet to 
implement this. 

To implement virtu<l l  connection establishment and 
data encapsulati on,  we segment the data stream i nto 
typed command ffan1es. Using these command fi·ames, 
we implement a straightforward protocol for relay 
activation, connection establ ishment,  key exchange, 
data transm ission , fai l u re detection,  and connection 
teardown . Since the data stream is reliable, this proto
col is  quite s imple.  Moreover, the data carried by key 
exchange packets is  opaque from the point of view of 
the connection protocol , and key exchange can 
encompass m u l tiple roun d-trips. Therefore, the basic 
mechanism we usc to establ ish tu nnel  con nections 
should support other forms of cryptographic creden
tials and negotiation as new standards for naming, 
trust m anagement, and key exchange emerge. 

ln the UNJX server, the protocol handler is  imple
mented as part of the tun nel server daemon, which 
runs in  user space . I n  the Windows environment, we 
found that tunneling cou ld not be implemented in  user 
space . Under certain circu mstances, the Windows fi le 
system can perform remote operations whi le holding 
critical system locks.  Si nce the tunnel applicatjon can
not run wl1i le  these Jocks are hel d ,  deadlock ensues.  
Therefore, we implement the Windows protocol han
dler in  kernel space, alongside the pseudo-device driver. 
This approach also i mproves performance by e l iminat
ing the need to copy data to user space. 

The Pseudo-Device Driver 

In the Al taVista Tu n ne l ,  the pseudo-device d river's 
sole p urpose is to redi rect outgoing IP packets to the 
tu nnel protocol hand lcr  and to rei ntroduce i ncoming 
packets from the protocol handler to the IP stack .  
Once t h e  tunnel appl ication h as s e t  up and au thenti 
cated a tunnel  con nection, it activates the pseudo
device driver to enable redirection of the tunnel  
packets into and out of the con necti on .  D u ring activa-

tion, the IP stack recognizes the new network device 
and upd ates the routing table to reflect any newly 
avai lable routes. 

Because of d i fferences in networki ng architectures, 
the i mplementation of this driver is  very s imple on the 
UNIX pl atform and qu ite complex on the Wi ndows 
95 and Wi ndow NT platforms. Our in itial  attempt to 
i mplement the Windows pseudo-device emul ated an 
Ethernet LAN . This design became overly baroque 
due to the need to emul ate LA.l'-J services such as the 
Address Resolution Protocol (ARP ) . 1 4 Recently, the 
pseudo-device in  AltaVista Tu nnel '97 was redesigned 
to closely rese m ble a d ia l -up network adapter, thereby 
e l i m i nating the need for LA..t'\1 emu lation. We d escribe 
al l  these implementations in  thjs section .  

UNIX Pseudo-Device 

On the UNIX p l atform, the pseudo-device driver is a 
straightforward emulation of a network device . The 
back end of this network device com municates with a 
user- level p rocess through a socket i nterbce. ·rhe sim
pJicjty of this design comes from the tact that the UNIX 
IP stack del ivers packets to network devices without 
additjonal encapsu lation.  Since the physic1l device layer 
takes care of Ethernet Media Access Control (MAC) 
encapsu lation , the emulated network d evice docs not 
have to dea l  with complexiti es such as ARP' 4  process
i ng .  The U N IX tunnel  appl ication uses the ifconfig 

program to activate the pseudo-device, assign an I P  
address to the device, and i nsert the address into the 
routing table .  

Windows Pseudo-Device 

The fi rst release of the vVindows 9 5  tu nne l  pseu do
device was considerably more com plex than i ts U NI X  

counterpart. U nder the Windows operati ng system ,  
most 32-bit  network device drivers arc im plemented 
using the Network Device I nterface Spccification . 1 '  
This application programming interface (API)  i s  tai 
lored to hand le physical devices, not abstract I P  i nter
faces. In  the vVindows environment, the network stack 
must have considerable knowledge of the p hysical net
work. For example,  the stack must imple ment the 
MAC protocols necessary to transmit a packet on a 
supported med i u m .  As a resu lt,  our init ia l  i m plemen
tation of a network pseudo-device emu lated a com
plete Ethernet LAN ,  inc luding a gateway host that 
provides AR.P and dynamic add rcssi ng services, as 
shown in Figure 6. 

Every Ethernet d evice has a unique hardware or 
MAC address . When IP packets arc sent over the 
Ethernet, they are transmitted using these hardware 
addresses. IP packets with a destinatjon add ress off the 
local LA.l'-J must be sent to a gateway host router 
located on the LAN . The tunnel pseudo-device creates 
an i l lusion of the complete LAN, inc luding the gate
way host, within the device driver and assigns the I P  
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Control F low in the Wind ows Pseudo- Device 

add ress of the remote tunnel  server pseudo-device to 
this emulated host. The IP stack is tooled i n to believing 
there are two nodes on the emulated network LA.J'\1-
the tunnel c l ient, vvhich provides the local node, and 
the tunnel  server as the gateway host to the r<'al net
work or networks on the other side of the tunne l .  

When the I P  stack prepares t o  transm i t  a packet, i t  
m ust know the lvlAC add ress of the destination or the 
gateway host. If the stack does not know the MAC 
add ress, i t  transmits an ARP packet to the pseudo
device.  The pseudo-device responds only to ARP 
requests tor the gateway host J\llAC add ress. To resolve 
this ARP req uest, the driver i nc ludes the functional i ty 
of an ARP server. Note that the MAC add ress m ust 
be u n ique to prevent a conflict with the MAC address 
of a real device. Clearly, no Ethernet device wi l l  ever 
contain '' i\tlAC address of 08-00-2B-OO-OO-O l  or 
08-00-2B-00-00-02 , which are the first two Ethernet 
add resses that Digital Equipment Corporation ever 
assigned . In the AltaVista Tu nnel ,  the first of these 
addresses always serves as the pseudo-device 1\1AC 
add ress; the second serves as the i\tlAC add ress of rh e  
gateway host. 
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The network pseudo-device in AltaVista Tu n nel  '97 
is simple by comp::�rison .  With help from Microsoft, 
our i mplementation is now able  to emulate a Windows 
d i a l - up adapter rather than a LA.!'\! . DiaJ-up adapters 
are treated special ly  b}' the Windows IP stack .  No A RP 

packets are d irected at d ial - u p  devices, only one e m u 
lated address must b e  maintai ned , a n d  i n tormation 
about gateways and dynamic IP addressing can be 
supplied ojier l ink establ ishment.  This, of course, 
perfectly matches the runne l 's operating environment.  
The control tlow outl ined in  Figure 6 correctly 
describes the operation of this new pseudo- device 
impl ementation; however, as noted, ARP and dynamic 
add ress e m u l ation is no longer req uired . 

Dynamic IP Address Binding 

Each tunnel  is u niquely identi tied by the IP addresses 
assigned ro the pseudo-device at each endpoint. The 
tunnel server uses a separate pseudo-device for each 
active tunnel .  The tu n nel server i mplementation cou ld 
have used a single I P address a n d  pseudo-device tor 
multi ple tunnels, because each c l ient is u naware of any 
other's ex istence.  H owever, that wou l d  h ave req u i red 



add itional routing com plexity at the tunnel server. By 
using unique address pairs,  the rou ting tables on both 
the cl ient and server can be maintained easi ly without 
platform-specific software . This design also permits 
conventional packet fi ltering on the tunnel server. The 
tunnel address space can be a val id, externally visible or 
hidden nenvork, thereby supplying an a lmost un l im
ited number of addresses. 

To faci l i tate a very large number of registered users 
for any given tunnel server, we implement dynamic 
reuse of address pairs .  Since dynamic addresses arc 
negotiated at connect t ime, we need to bind I P  
addresses t o  pseudo-devices after tunnel connection 
establishment. For the Windows p latform,  we usc the 
Transport D river Interface (TDI ) "' from within the 
pseudo-device d river to perform both dynamic 
address assignment and routing table modification. 

Performance and Experience 

Tunneling docs add overhead to data transmission.  
This overhead fal ls into nvo categories. First, the 
encapsulating TCP connection adds network overhead 
by introducing an extra level of framing, plus any 
acknowledgment and retransmission traffic that is 
requ ired to support re l iable delivery. Second, cryptog
raphy adds to the per-packet processing cost, a lthough 
this docs not generally become significant at low 
speeds.  More to the point, transmission of encrypted 
data defeats the compression present in many modems. 

The most significant performance impact is observed 
when using the Telnct protocol .  Because this protocol 
sends few characters per packet, the encapsulation over
head is quite l1igh . In addition, the overall network path 
benveen Telnet client and server can be long enough to 
make character echoing s l uggish .  Remember that the 
round-trip nenvork path may pass through at least two 
tunnels, a firewal l ,  and potential l y  several other routers. 
Thus, to properly support interactive appl ications, it  is 
essential to choose an Internet path so as to minimize 
the round-trip latency to the destination network. 

The performance is considerably better tor nonin
teractive appl ications such as Fi le Transfer Protocol 
( FTP ) or Hypertext Transfer Protocol (HTTP) where 
packets are usual ly  ti l led to capacity. To p revent I P  
packet fragmentation,  the tunnel pseudo-device 
reduces the maximum transmission un it size by the 
amount of the encapsu lation overhead . For fu l l  pack
cts, the encapsulation overhead is less than 5 percent.  
We have observed a peak rate tor tunneled FTP fi le  
transfers as  high as  6 .4  megabits per second.  This  mea
surement was performed over an u nloaded switched 
Ethernet between a 200-megahertz ( M H z )  Pent i u m  
Pro cl ient running Windows N T  version 4 . 0  and a 
300-MHz DIGITAL AlphaServer system running 
D IGITAL UNIX version 3 . 2 .  In this case, the FTP client 
and server programs ran on the tunnel  endpoint 

machines.  Without using the tunne l ,  the same config
uration produced throughput averaging 8 . 8  megabits 
per secon d .  This translates to a tunnel throughput effi
ciency of about 73 percent.  In both tests, processor 
usage never exceeded 50 percent. 

In another test, we used t\Vo 1 50-MHz AJphaServer 
systems running DIGITAL UNIX version 3 .2 as tunnel 
endpoints .  This tunnel was used to route between two 
Pentium 1 66-MHz processors running Windows 95  
and LapLink,  a popu lar remote access program for 
portable PCs . 1 7  Tunneled fi le  transfers between these 
computers ( with L1p Link compression turned off) 
averaged only 1 5  percent slower than transfers without 
the tunneJ . Thus, by using the U D P-based LapLink 
protocol ,  we were able to achieve a substantial ly better 
tunnel throughput efficiency tlun that reported for 
FTP. As before , processor usage never exceeded 50 
percent.  From these simple tests we conclude that  tun
nel performance is not l imited by CPU speed but 
instead by the nenvorking environment and payload 
protocol .  We also bel ieve that TCP /IP window size 
may play a role in l imiting tunnel throughput. 

The cost of cryptography at the client is not a seri 
ous performance issue .  A 1 33-?viHz Pentium proces
sor can compute RC4 at more than 25 megabits per 
second and keyed hashes at nvice that speed.  The cost 
of server cryptography is mitigated by the fact that 
most client traffic is bounded by low link speeds and 
that servers typically run on fast machines. 

Digital Equipment Corporation is using the 
AltaVista Tunnel  product to support its mobile work
force and telecommuters. Previously, the company 
used wide-area, dia l -up  telephone l ines at extremely 
favorable rates, but more than 30 percent of the I P  
traffic that used this service had a destination address 
outside the company. This meant that the company 
was acting as an I nternet service provider ( ISP) and 
was doing so at long-d istance rates! A short-term eval
uation revealed that users who remotely connected to 
the company network for more than 10 hours per 
month would ach ieve substantial cost savings by con 
necting through a public ISP and using the AltaVista 
Tunnel .  Local cal ls are still d irectly dialed to remote 
access servers ( RAS )  located in areas where employee 
density is highest.  In an early pi lot, the top 1 00 RA.S 
users were offered ISP accounts and access using the 
AltaVista Tunnel . The reduction in month ly tele 
phone costs was dramatic-enough to fund each of 
the users' ISP accounts for more than a year! I n  addi
tion, many of these telecommuters can now use 
higher-speed options such as cable moderns or 
Integrated Services D igita l Network ( ISDN) to con
nect to the p u blic nenvork, yielding an overall higher
speed connection into the company than using 
traditional d i rectly dialed 2 8 . 8  Kbps modem access. 

At the time of this writing, more than 2 ,000 
DIGITAL employees worldwide usc the AltaVista 

Digital Technical ]ourn;1l  Vol .  9 No. 2 1 997 1 3  



14 

Tunnel in their dai ly  work. vVe have observed t hat a 
single tunnel server can handle at least 1 2 5  concu rrent 
users, a l though the average nu mber of active users is 
much s maller. In  fact, the ratio of active to registered 
users rarely exceeds l to 1 0 .  Currently, D I GITAL 
offers i ts empl oyees th ree tu nnel access points withi n 
the United States and is planning to deploy additional 
tun nels overseas . 

Security Risks 

Products l i ke the Alta Vista Tunnel are not risk free.  
The most obvious risks have to do with cryptography. 
Cryptographic securi ty i s  never absolute .  One can only 
hope to keep the cost of mounting an attack high 
when compared to the value of a successfu l  attack .  
T h u s ,  a n y  sensi ble application of cryptography m ust 
be wel l  ahead of any expected attackers in terms of key 
length and algorith m strengt h .  Barring fundamental 
change i n  the science of cryptography, prudent engi 
neeri ng is sufficient to provide this advantage. Si nce 
our implementation does not mandate a specific algo
rithm or key size , the strength of our product's cryp
tography can i mprove over time. 

As d iscussed earl ier, the tunnel  encapsu lation proto
col protects agai nst many common threats such as 
eavesdropping, i mpersonation, replay, and man - i n 
the-middle attacks.  Dcnial -ofservice attacks such a s  
tl ood i n g  a tunnel server wi th  connection requests 
remain a problem, however, especia l l y  si nce connec
tion req uest process ing is compute i n tensive. Newer 
key exchange protocols, tor example, Oaldcy, 1 '  prcbcc 
s uch costly operations with exchanges of random val 
ues  that  then identify subseq uent messages. Thi s  tech
nique defeats s imple flood ing attacks by a l lowing t h e  
server t o  control t h e  rate a t  which identi fiers are 
issued . Our product m ight benefit from this approach, 
although the benefit would come at the cost of an 
ad d i tional network rou nd-trip. 

Attacks on password -protected key files are a greater 
concern, especially since laptop computers can easily be 
stolen. If accessed d irectly, many password-protected 
containers are subject to dictionary attack, and key files 
arc no exception.  I f  an a ttacker succeeds in compromis
ing a key file, the attacker can masquerade as the key 
ti le's owner. The fact that users arc often careless i n  
choosing passwords exacerbates this problem. 

Of course, tunnel servers must be carefully protected . 
A tunnel server not only holds val uable keying infonna
tion but also enjoys special privileges tor firewall traver
sal. An attacker who can compromise such a machine 
can compromise an entire nct\vork. Therefore, tunnel 
servers should be handled as carcfidly as firewalls. 

Perhaps the greatest threat posed by I P  tunneling is 
tlut it extends t l1e perimeter ot· any firewall  it traverses. 
Because the tunnel  traffics in encrypted IP packets, 
aud i ting at the fi rewa l l  is d i nicu l t. In ad d ition , there 
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arc subtle problems that arise ti·om rou tine use of 
remotely connected mach ines . I n  the s ingle-user tun
ne l ,  we d isal low the forward ing of packets not origi
ruting on the local machine,  but by definition, this 
can not be the case for tunnel  servers . Consider what 
happens if a telecommuter uses a tu nnel  server on his 
or her home LAr"! to access a corporate net\>mrk .  The 
home LAN is then automatically part of the corporate 
network. Now su ppose that a housemate si mi larly 
con nects to another private nct\vork f!·om a machine 
on the same home LAN. This configuration could 
al low un intended routi ng bet\\'ccn t\vo private net
\vorks ! Real - time routing is not the only ris k .  A com 
puter that is exposed to the raw I nternet or to a hostile 
corporate network cou ld become infected with a virus 
or Trojan horse program that becomes active only 
upon tunnel connection establ ishment.  

Al l these threats are real; however, the benefits to be 
gained t!·om tunneling are su bstant i a l .  Any policy that 
involves the deployment of i P  tu n nels should careful ly 
cou nterbalance these risks �md benefits .  At the very 
least, machi nes that usc tu nneling, especially if i P  for
ward i ng is e nabled, s hould be more carcfir lly managed 
than those directly connected to protected nervvorks. 

Summary 

The Al taVista Tunnel was join tly prototypcd by 
researchers at t\vo D I GITAL laboratories, the 
Cambridge Research Laboratory and the Systems 
Research Center. The prototype effectively demon 
strated that the I nternet could be used to reduce 
telecom m u ting costs, and within a year, i t  had grown 
i nto a D I GITAL prod uct. 1 '' Si nce that t ime, the 
AltaVista Tu nnel product bas evolved to offer support 
tix a variety of cl ient and server plattorms, as well  as 
i mproved performance and e n hanced cryptography. 

The AltaVista Tunnel is an effective tool for extend 
i n g  corporate net\vorks . B y  combining tunnels and 
secure channels, i t  a l lows I nternet access to supplant 
leased telephone l ines without s ubstantial Joss of 
security. O u r  deployment of this technology with i n  
DIG ITAL h a s  c u t  costs d ramatically without su bstan 
tially afkcting net\vork performance. We expect that 
secure tunneling wi l l  play an i mportant role in  servic
ing the telecommuters of the fu ture. 
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Protecting a Private 
Network: The AltaVista 
Firewall 

Connecting an organization's private network 

to the Internet offers many advantages but also 

exposes the organization to the threat of an 

electronic break-in. The AltaVista Firewall 97 for 

DIGITAL UNIX protects a private network from 

malicious attack or casual infiltration by screen

ing all internetwork communication. It enforces 

the organization's network security policy so 

that only allowed network traffic can cross the 

firewall. When installed on a dual- or multi

homed host, the AltaVista Firewall applies the 

principle "that which is not expressly permitted is 

denied" and uses patented technology to screen 

each IP packet that attempts to cross it. A highly 

flexible access control grammar and a compre

hensive reporting and alarm system enable the 

AltaVista Firewall to detect and react to harmful 

or dangerous events. The AltaVista Firewall also 

includes an H TML-based user interface to ease 

configuration and management of the firewall. 

I 
J. Mark Smith 
Sean G. Doherty 

Oliver J. Leahy 
Dermot M. Tynan 

The advent of electronic commerce as a means of con
ducti ng business global ly has resu lted in an increasing 
number  of organizations con necting their internal 
private netv,rorks to the I nternet. Most users of the 
Internet and the World Wide Web (vVWW) view the 
technologies involved as leading edge, but many are 
unaware that the fou ndations on which these tech
nologies are built are quite old. 

The Transmission Control Protocol and I ntcrnet 
Protocol (TCP /IP) were first developed in  1 979 . The 
primary focus then was to ensure rel iable communica
tions between groups of networks co1mected by com
puters acting as gateways. '  At that time, security was not 
an issue because the size of this Internet was small and 
most of the users knew each other. The base technolo
gies used to construct this network contained many 
insecurities, most of which continue to exist roday2.t 

Due to a number of wel l -reported attacks on private 
networks originating from the Internet, securi ty is  
now a primary concern when an organization con 
nects to the Internet ' Organ izations need to conduct 
their business in a secure manner and to protect their 
data and computing resources from attac k. Such needs 
are heightened as businesses l ink geograph ically dis
tant parts of the organization using private networks 
based on TCP /IP 

An organization i mplementi ng a secure network 
must first develop a network security policy that speci
fies the organization 's security requ irements for their 
In ternet connection .  A network secu rity policy spec i 
fies  what  connections arc  a l lowed bet\veen the private 
and external net\vorks and the actions to take in the 
even t of a security breach .  A fi rewall p laced between 
the private network and the Internet enforces the 
security policy by controll ing what connections can be 
established bet\veen the 1:\vo net\vorks. All network 
traffic must pass through the firewal l ,  which ensu res 
that only permitted traffic passes and is i tself immune 
to attack and penetration.  

This  paper comprises 1:\vo parts. The fi rst parr pro
vides an overview offirewal ls, describes why an organi 
zation needs a firewal l ,  and reviews the different types 
of tlrewa l ls .  The second part focuses on the AltaVista 
Firewall 97 tor the DIGITAL UNIX operating system . 
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I t  d iscusses the product's requirements and describes 
its arch i tecture. It then describes the important aspects 
of the product's implementation . Finally, fi.Iture enhance
ments for the AltaVista Firewal l  are d iscussed . 

Firewal l  Overview 

Any organization that connects to the Internet should 
i mplement an appropriate mechanism to protect the 
private network against intrusion from the external 
network and to control the traHic that passes between 
the two networks. The mechanism used depends on 
the val ue of the asset being protected and the impact 
of damage or loss to the business i nvolved . Typical 
reasons for using a firewall to protect a private network 
include the following: 

• To prevent unauthorized external users fi·om access
ing computing resources on the internal private 
nen:vork. This is necessary because i t  is extremely 
d ifficult and costly to attempt to secure all the hosts 
within a private network. 

• To control internal user access to tl1e external network 
to prevent the export of proprietary information . 

• To avoid the negative pub l ic re lations impact of a 
break- in .  

• To provide a dependable and reliable connection to 
the Internet, so that employees do not implement 
their own insecu re private connections. 

A firewall  is a device or a collection of devices that 
secures the connection between a private, trusted net
work and another network. Al l the traftlc benveen 
these two networks must pass through the firewal l ;  
tllis enables t h e  firewall to  control the  traffic. The fire
wal l permits only authorized traffic to pass benveen 
the 1:\vo networks. The organization's nenvork secu
rity pol icy ddi nes what tra ftic is authorized . The fi re
wall is immu ne to attack and penetration and provides 
a reliable and dependable  connection between the 1:\vo 
networks. It also provides a single point of presence for 
the organization when, for example, connecting to a 
public ncnvork such as the Internet. 

The ti.mdamental role of a firewall is to provide a con
trol mechanism t(x the IP traffic benvcen nvo connected 
networks . Firewalls provide nvo types of controls and arc 
categorized either as packet-filtering ( packet-screening) 
or application-level implementations. 

Packet- fi ltering or packet-screening fi rewalls con
trol whether individual packets are forwarded or 
denied based on a set of ru les. ' These rules specify the 
action to take for packets whose header data matches 
the rule cri teri a .  Typically, a rule specifies source and 
desti nation IP addresses and ports and the packet type 
(for example, TCP and User Datagram Protocol 
[UDP] ) .  The actions arc usually to allow or deny the 
packet. Packet-filte ring firewalls provide a basic level of 
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control over traffic at the IP leve l .  The majority of fire
walls of this type are custom-configured routers. 

Appl ication-level firewalls disable packet forwarding 
and provide application gateways (also known as proxies 
or re lays) for each protocol tlut can cross the firewall . 
The application gateway relays traffic tl1at crosses the 
fi rewal l . It can i mpose protocol-specific and user
specific controls on each connection and can record al l 
operations performed by the user of the connection . 
This type of gateway tl1erdore allows an organiZ<ltion to 
control ( I )  which individuals em establish a connection, 
(2) when a user can establish a connection, and ( 3 )  what 
operations a user can perform . It also keeps a record 
of tl1e session for tracking and reporting purposes. 
Most appl ication-level firew<llls are dual- or m u lti
homed hosts that run a modified operating system and 
special-purpose software to i mplement the firewa.l l .  

These two approaches to implementing a firewall 
can be compared, using the t()l lowing criteria :  

• Operating phi losophy 

• Level of control over connections 

• Level of logging and reporting 

• Ease of usc 

• Flexibi l ity 

• Ease of administration and configuration 

• Private nenvork information made avai lable 

Operating Philosophy 

The operating philosophy that a firewall i mplements is 
the ti.mdamentaJ e lement of the security of the nenvork 
connection . For max imum security, firewalls must 
apply the principle "tl1at which is not expressly permit
ted is denied ."  That is, unless the firewall permits a con
nection, that connection is not a l lowed.  Many packet 
filters allow any connection that is not expressly pro
hibited ( screend is an i mportant exception) ." " 

Packet fi l ters are unsuitable for usc as a firewal l  
because they require the operator to specify careti.I i ly 
what traff-ic is allowed and what is denied . Appl ication
level tirewal ls are spec i fica l l y designed to impl em en t 
this phi losophy, so that each appl ication gateway 
allows on ly those connections specified by its configu 
ration and denies all other connections by dd�1U it .  

Level of Control over Connections 

Application-level firewal ls al low a significantly greater 
level of control over who can establish a connection and 
what operations can be performed over that con 
nection . For example, a File Transfer Protocol ( fTP) 
appl ication gateway, with the assistance of a user 
authentication system, can identi�r a user who wishes to 
establish a connection and can control what fTP opera
tions that user performs. For example, the gateway can 
permit GET operations and deny PUT operations. 



Packet filters can only support host-.level control over 
who can establish a connection, with no restrictions on 
the individuals who can connect and what operations C<U1 
be performed once a connection has been established. 

Level of Logging and Reporting 

Typical packet filters provide basic data logging, and 
where there is the ability to log traffic, the information 
available is at the packet level. This makes it difficult to 
identif)' and track individual connections when many 
take place at the same time . No information is available 
on what operations were performed during a connec· 
tion. Reporting information is limited to counts of 
packets passed and dropped and other relatively use
Jess traffic statistics. 

Application-level firewalls can log data on each con
nection . They can identify the individuals who estab
lish connections and what operations they perform. 
Reports can then list what connections an individual 
established, what operations were performed, and 
when they were performed. This facilitates monitoring 
and maintaining the security of the installation. 

Ease of Use 

Packet filters tend to be easier to use because they are 
effectively transparent for t hose connections that arc 
permitted. Appl ication-level firewalls often require the 
user to connect first to the firewall host, and then to 
their destination on the other network. Recently, 
transparent application gateways have been developed 
to address tllis issue . 

When support is needed for a new protocol , it is 
much easier to reconfigure a packet filter than to 
develop and distribute a new application gateway. For 
this reason, users behind an application-level firewall 
may become frustrated when they cannot connect to 
the latest Internet developments. 

Flexibility 

Flexibility is important f()r systems integrators con
structing custom network security solutions for large 
organizations and for those involved in electronic 
commerce. It is important that the individual firewall 
components can be configured directly. 

Ease of Configuration and Administration 

The case with which an individ ual can configure and 
administer a firewall is becoming more important as 
tirewalls are used in organizations that do not possess 
a high level of technical knowledge . Packet filters are 
essentially simple but often have a complex rule syntax 
that makes the task of correctly configuring a packet 
filter quite dif ficult .  User intertaces could help with 
the task of configu ration, but an expert is usually 
needed to set up a p<Kket filter properly, because the 
order of  the packet-filtering rules significantly affects 
the security of the installation . 

Application-level firewalls suffer the same disadvan
tage. The more sophisticated products on the market 
provide comprehensive user interfaces that guide the 
user through the task of configuring the firewall, assist 
in the selection of the appropriate setting tor each 
application gateway, and provide compre hensive fire
wall management functions. 

Private Network Information Made Available 

If information about the private network and the hosts 
that are on it is available to the external network, an 
attacker may be able to use tllis information to subvert 
the system. Packet filters generally do not hide much 
information from tl1e outside, which increases tl1e risk of 
a break-in. Application-level firewalls usually appear to 
be an end node instead of a router to another network; 
tl1erefore, they can significantly reduce the amount of 
information that is made avaiJable to a potential attacker. 

AltaVista Firewall Requ irements 

This section discusses the fu nctional requirem ents for 
fi.rewalls and reviews the product requirements that 
apply to the Alta Vista Firewall .  

Functional Requirements 

The major functional requirement of a firewall is that it 
protects a private network from u nauthorized external 
access. A firewall itself must be resistant to subversion and 
must also ensure that other, less secure hosts within tl1e 
private network cannot be subverted by an external host. 

A firewall must provide a central location tor 
cormolling network traffic and for implementing an 
org<ulization 's network security policy fclr its external 
network connection. Because many I nternct-based ser
vices are inherently insecure, a firewall must provide an 
organization with the me.ms to disable some services and 
restrict others in accordance with their security policy 

It is also critical tl1at the firewall logs all network traf
fic, so that a record is retained of all connections estab
lished between the private and external nenvorks. 
Support for the management and retention of nenvork 
traffic Jogs is also required to assist tracking of potential 
and actual break-ins and other security-related activity. 

A firewall must be reliable so that users are not 
inconvenienced by sudden losses of connectivity. As 
the Internet becornes another means of conducting 
business, an organization's firewall must ensure that 
loss of service due to security lapses or other failures is 
mi1limized. It must also provide a point of presence for 
an organi zation on the Internet. 

A firewall must be easy to use . Historically, firewall 
administrators were required to have in-depth knowl
edge of lnternet protocols; they constructed their fire
walls manually. Today's organizations find it difficult 
to obtain the necessary expertise; they require that 
their firewall be easy to configure and manage, with -
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out sacrificing qual ity of security and service. Users 
also require protection without modi fying their usage 
of the I nternet. They expect the firewall to protect 
them without obstructi ng their work. A firewal l  must 
be as transparent as poss ib le  to users estab l ishing con
nections between the private and external networks. 

Product Requirements 

I n  addition to fi rewall products, DIGITAL also offers a 
custom firewal l  i nstal l ation service as part of its net
work services. The AJta Vista F irewall has some of its 
origins i n  technology developed for systems i ntegra
tion engineers constructing custom firewal l  solutions 
for large cusromers. These engi neers continue to bui ld 
custom solutions using the AltaVista Firewal l  to pro
vide the basic firewal l  technology. The AltaVista 
Fi rewall must also be designed to accommodate the 
needs of i ntegrators del ivering custom firew:� l ls .  

As descri bed above, there are  nvo types of firewal l .  
Typica l l y, fi l ter-based firewa l l s  perform better. Most 
detai led product eva l uations compare the perfor
mance of the products under review, so the Alta Vista 
Fire\val l  must equal or better the performance of its 
leading competitors. 

J\llost firewal l s  requ i re that the administrator Jog on 
to the host at the console-remote l ogins are not 
enabled for security reasons. However, as organiza 
tions central ize their nenvork management opera
tions, a key requ i rement for the AltaVista Firewal l  is to 
provide secure remote management functional ity. 

The Al taVista Fi rewall must itself be secure, and 
the host it is i nstalled on must also be secure. It is 
a product req u i rement that, while being i nsta l led ,  the 
prod uct secures the operating system against attack .  

AltaVista Firewall Architecture 

This section describes the constraints that appl ied to the 
design of the AltaVista Firewal l .  It then introduces the 
major product components and summatizes the mai n  
functions they provide. Then i t  l ists the steps taken to 
establish a connection through :�n application gateway. 

The fol lowing constraints were applied to the 
design of the AltaVista Firewal l :  

• In  every design decision, the security of the firewa l l  
must be the primary concern.  

• The basic instal lation and use of the firewa l l  rnust 
be simple and must be guided by a simple user 
interface . 

• Al l firewal l  component functional ity must be con
figured using text- based configuration fi les so that 
systems integrators can i nstal l custom sol u tions. 
These fi les must be consistent across p latforms, so 
that the same set of configuration fi les can be used 
on d ifferent platforms to configure heterogeneous 
fi rewal l s .  
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• The performance of the firewall is an important 
concern.  App l ication gateways must run as dae
mons to improve performance and avoid process 
start-up delays. 

• It must be possi ble for engineers in  the field to 
extend the fu nctiona l ity of the AltaVista Fi rewall 
without requi ting code changes to the product. 

The A ltaVista Firewa l l  comprises the fol lowing three 
major components :  

• The graphical user  i nterface ( G U I )  provides the 
functional ity for the user to configure and man age 
the firewa l l  and manages the con figuration fi les that 
specif)' how the firewal l  wil l operate. 

• The appl i cation gateways and support daemons 
provide the nenvork security specified by the con
figuration fi les. 

• The kernel is hardened and modified to prO\'ide the 
extra securi ty fi.mctionality requ i red for the fire
wal l 's operation . 

The Graphical User Interface 

The GUI is based on a set of hypertext markup lan
guage ( HTML) template fi les, computer graphic inter
face (CG I )  scripts, and an HTML browser. It is 
menu-driven and guides the user through the config
uration and management of the firewall . The design of 
the G U I  involved many trade-offs benveen si mpl ic ity 
of the U I  and access to the firewall functionality. We 
often chose to mainta in the s impl ic ity of the u r  at the 
expense of functional i ty tor nvo reasons: 

1 .  We must protect unski l l ed i nstallers from instal l i ng 
the firewa l l  i n  an  insecure manner. 

2. Ski l led i nstal lers must sti l l  have access to the fi.mc -
tionality through the configuration fi les . 

The CGI scripts are written in the C language and use 
a set of HTM L templates to generate the G U I  pages. 
Few static pages are used, so the firewall can be modi 
fied i n  the  fie ld  to add more application gateways, 
authentication methods, abrms, and alarm actions. 

Because the GUI is HTM L- b:�sed , it can be ported 
easil y  to any p latform that supports an HTML browser. 

The Kernel 

The DIGITAL UNIX kerne l has been hardened to 
protect the firewall host and modified to add fi.mction
a l i ty requ ired by the fi rewal l .  The fol lowing modi fica
tions were made to the kernel to improve secu rity and 
to support the operation of the firewal l :  

• Two mechanisms have been added for protection 
against routing attacks. 

We added nvo mechanisms to the kernel to prevent 
attackers from using routi ng information to launch 
an attack through the firewal l .  The fi rst mechanism 



�1 l lows the firewall to be configured to ignore 
requests tor it to change its routing tables. These 
requests come i n  the torm of I mernet Control 
Message Prorocol ( ICJ\II P) redirect messages,' which 
the firewall ignores. The second mechanism a l lows 
the firewall to be configured to drop al l IP packets 
that have source routing options set in the packet 
header. Source routing can force a packet to take a 
speci fied route through the Internet and is not nor
mally used . IP packets with source routjng options 
specified are considered to be evidence of an attack, 
so it is valid for the firewall to ignore these packets." 

• In terrace access filtering has been implemented to 
prevent IP  spoofing. 

Interface access fi ltering provides a mechanism to 
spec if)r what IP  packets are to be accepted on a 
particular network i nterface. The source address for 
each packet is inspected and compared agajnst a 
fi lter l ist. The packet is passed through to the kernel 
or dropped, depending on the corresponding fil ter 
l i st action .  This provides the abi l ity ro preven t  
attackers on the externa l  network from forging I P  
packets so that they appear t o  come from trusted 
hosts on the private network • 

• I nterbce trust group support has been imple
mented to support packet fi ltering.  

Trust group support provides a mechanism ro spec
if)' ,, color for a network i nterface . When a packer 
arrives on a given interface, the kernel marks the 
packet with the color of the interface. The applica
tion gateways and the packet- fi l tering daemon can 
use this information to apply fi ltering ru les to al low 
or deny the packet. 

• Transparent proxy support has been implemented 
to support transparent application gateways. Kernel 
support tix transparent proxyi ng is described in the 
section on Packet Fi ltering. 

The Firewall 

The main fu nctional i ty of the firewal l  is provided by 
the application gateways that provide con nection ser
vices ro users on each side of the firewal l . A nu mber of 
daemons also implement com mon services to support 
the operation of the application gatewa}'S. These dae
mons are described here : 

• screend The packet-screening daemon provides packet 
filteri ng and transparent pro>..')'ing functionality. 

• alarmd : The alarm daemon provides logging and 
alarm fu nctional i ty to the appl ication gateways and 
other firewall components .  

• authd:  The authent ication service daemon pro
vides user authentication services to the appl ica
tion gateways. 

• dnsd: The name sen·icc daemon provides the 
Domain Name Service ( DNS) to the application 
gateways and to the users of the firewa l l .  

• fwcond: The tirev.:al l control daemon monitors the 
app l ication gateway and support daemons that 
must run on the tircwa l l  and restarts any that stop 
operating. 

I n  addition to these support daemons, the tol lmving 
statically linked l ibraries provide common services to the 
application gateways and the other firewall components: 

• The access control l ist  (ACL) l ibrary al lows or 
denies access to c l ients based on the appropriate 
access control J isr. 

• The fi rewal l  logging (fwlog) l ibrary provides a uni
form logging f(xmat for al l  firewal l  components. 
This l ibrary also provides the interface between the 
other firewa l l  components and the alarm daemon. 

The main features of the appl ication gateways, sup-
port daemons, and l ibraries are described in more 
detail below. F igure l and the fol lowi ng steps show 
how these components interact when a network con
nection is established through an app lication gateway. 

l .  The appl ication gateway receives the connection 
request. 

2. The application gateway sends requests to the name 
service ( dnsd )  ro get the host name of the client and 
the host name or I P address of the server. 

3. When the appl ication gateway gets al l the infor
mation avai lable to it fl·om the name service, it 
sends a request to the ACL system to ask whether 
to allow the connection . At this stage, the gateway 
does not have an authenticated name for the user 
atte mpti ng to connect, so it asks the ACL system 
whether u nknown users are al lowed to make the 
reg uested connection. 

4 .  If  the connection is a l lowed , the application gate
way makes a connection with the server. Data can 
now flow between the c l ient and the server 
through the firewa l l .  The gateway also generates a 
Jog message tor the con nection .  

5 .  If the connection is  denied by the ACL syste m, i t  
i s  sti l l  possib le that the connection i s  a l lowed for 
certain users, so the :.1pplication gateway prompts 
the user f()r a user identi fier so that i t  can be 
a uthenticated . 

6. The user specities an identifier to the appl ication 
gateway. The gateway sends a req uest to the 
authentication service (authd ) to authenticate the 
user and initiates an authentication sequence . 

7. The authentication service responds to the appli 
cation gateway with a cha l lenge for the user. The 
gateway displays the chal lenge to the user. 
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Figure 1 
I nt e raction between Appliution Gateway, Support Daemons, and Libraries 

8. The user uses this challenge to generate a response. 
The user then enters this response. This is passed 
by the application gateway back to the authentica
tion service. The authentication service uses the 
response to authenticate the user and confirms or 
denies that the user is authenticated to the gateway. 
If the identifier specified is unknown, the authenti
cation service fakes an authentication sequence and 
then denies authentication. When authentication is 
denied, the authentication service logs an  event  
that may result in  an  alarm being triggered . 

9 .  I f  the user is authenticated successfu l ly, the appl i 
cation gateway sends another req uest to the ACL 

system, this time with the addi tional information 
of the authenticated user identjfier. 

10 .  I f  the com1ection is denied , the �1pplication gateway 
logs an event, which may result in an a larm being 
triggered .  The user can try to authenticate again .  

1 1 .  1 f  the connection i s  al lowed, the appl ication gate
way logs a message specifying that the connection 
has been accepted and makes a connection with 
the server. The cl ient and server may now 
exchange data. 

1 2 .  When either the cl ient or the server terminates the 
connection, the appl ication gateway logs two 
messages: one specifics that the connection h as 
terminated , and another reports statistics such as 
duration and amount of data exchanged . 

Packet Filtering 

The AltaVista Firewal l for the DIGITAL U NI X  operat
ing system provides both applicatjon-level and packet-
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fi l tering fu nctionality. Packet-fi l tering functional ity is 
provided by the wel l -known packet screen ing dae
mon, screend ,''·' which is shipped with DIGITAL 
UN I X. The AltaVista Firewal l  replaces the  standard 
D I G ITAL UNIX version of screend with a modi fied 
version that extends i ts packet-filtering functionality 
and provides support for transparent  proxying. This 
section provides an  overview of how screend operates 
as parr of the packet routing in a dual - or multi-homed 
host. I t  then outl i nes whv a firewa l l  requ i res transpar
ent proxying and describes how screend i s  used to 
implement transparent proxying. 

Screend is a daemon that runs in  user space . I t  exam
i nes every IP packet that is being forwarded by a fire
wall and decides whether that packet should be 
forwarded or dropped . Screend bases its decision on a 
set of fi l ter  rules specified i n  a configuration file that 
i t  reads at start-u p .  When an I P p:1cket is received 
by a D I G ITAL U N IX host, the fi rst check that the 
DIGITAL UNIX kernel performs is whether or not the 
packet is destined for this host. I f  the packet is destined 
tor a nother host, then most hosts discard the p acket .  
However, a DIGITAl UNIX host can be con figured 
( by using i prsetup to switch on ipfc:>rward ing) to route 
packers that are destined for other hosts . This is usefu l  
when  hosts that are not on the  same physical network 
need to communicate .  In this c:1sc , a number of 
routers must exist between the com mun icating hosts 
that can pass packets from one physical network to 
:mother. These routers have at least two network i nter
bees, as shown i n  Figure 2. The router can then be 
configured to pass packets between the nerworks on 
each of i ts i nterfaces. In Figure 2, for example, if the 
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host on network A with address 100 .0 .0 . 1  wants to 
send a packet to a host on network B ,  the packet is 
in i t ia l lv  sent to the routing host. The router receives 
the pa�ket on interf:1ce 100 .0 . 0 . 2 .  The routing soft
ware in the kernel then sends the packet to the host on 
netvvork B .  

When a D I GITAL U N IX mach ine with ipforward
ing swi tched on receives a packet that is not destined 
for i tse l f  the packet is passed to a forwarding module 
in the kernel .  This module decides whether the packet 
can be forwarded and what network i nterface to send 
it to . When screend is  running on the host, a third 
operation is i nserted after the host has decided that the 
packet is not tor itself and before the packet is sent to 
the forwardi ng module .  This intermediate fu nction 
sends the packet to the screend process, which decides 
whether the host is al lowed to forward the packet, 
based on its set of rules. If screend rejects the packet, it 
is discarded . I f  screend accepts the packet, i t  is sent to 
the forwarding module as normal .  

The AltaVista Firewall is  primarily an appl ication 
gateway firewa ll. This means that all hosts interacting 
with the firewal l  route packets to the appl ication gate
wavs on the fi rewal l .  The appl ication gateway then 
op�ns a connection to the remote service i f  the 
requested connection is al lowed . Because the fi rewal l  
never has to forward packets, I P  forward ing could be 
switched off at the fi rewall ,  and screend need not run .  
I f  a user attempts to  connect to  a server on the  other 
side of a fi rewal l ,  however, the user must understand 
that the appl ication gateway is present. I nstead of con
necting di rectly to the server wanted, the user must 
fi rst connect to the firewal l  and then request an appl i 
cation gateway to establish a connection to the remote 
server. Th is can be especia l ly awkward with some 
G U I - based clients. 

Transparent proxying was developed to overcome 
this problem .  When an appl ication gateway that sup
ports transparent proxying is running on the fi rewal l ,  
the user can make what  appears to be a d i rect connec
tion to the remote server. In real ity, the connection 
from the client machine is routed through the firewal l ,  
which intercepts the connection and redirects the 

packet to the appropriate gateway. Then, i f  the gate
way al lows the connection, it bu i lds a new connection 
between the fi rewall and the server. From the user's 
perspective, the firewall is transparent a nd has p layed 
no part in  the establ ishment of the connection. 
However, the gateway processes al l the user's requests. 
When a connection is made by a transparent gateway 
between a c l ient and a server, two TCP connections 
exist. The first is between the cl ient machine and the 
fi rewa l l .  The cl ient host address and the server host 
address are the source and destination addresses of 
packets on this connection . The second TCP connec
tion is between the fi rewal l  and the server host. The 
firewall and server host address are the source and des
tination addresses of packets on this connection .  

The Alta Vista Fi rewa l l  uses screend to i mplement 
transparent prm.)'ing. To do this, changes were made 
to the D IGITAL UNIX kernel and to the screend appli
cation .  The most significant change to screend was to 
add a third option to how screend deals with a packet. 
Although the standard screend implementation can 
only accept or reject packets, the i mplementation of 
screend that is sh ipped with the Alta Vista Firewall can 
also proxy a packet. In this case, the packet is not passed 
on to the I P  forward ing module in the DIGITAL 
UNIX kernel on the fi rewall . I nstead , the kernel sets a 
flag i n  the packet to ind icate that it is being prox ied ,  
and the packet i s  sent back into t h e  I P  input module .  
When the  I P  input  mod u l e  detects that the  packet 
is being proxied,  i t  treats the packet as if it were 
addressed to i tself, and passes the packet to its own 
TCP input modu le .  This then passes the packet on to 
the application gateway that is listening on the appro
priate port. The application gateway determines what 
the i ntended destination for the packet is and, subject 
to the access control specified for the gateway, creates 
a new connection to the requested server. 

Screend i mposes an overhead on packet forward ing.  
Most of th is  overhead occurs because of the need for a 
system ca l l  from screend to deal with every packet tra
versing the AltaVista Fi rewa l l .  The designers of the 
AltaVista Firewa l l  decided that this overhead would 
seriously degrade performance, and a cache for screend 

was implemented in the DIGITAL UNIX kernel .  This 
cache mai ntains the ways in which screend deals with 
most open connections, so that only new connections 
suffer the overhead of a system cal l from screend. 

Screend can also be used as a p acket filter for connec
tions to pass through the firewall at the IP leve l .  
Packet-screening routers are not a s  safe a s  appl ication 
gateways, so the AltaVista Fi rewa l l  does not use 
screend to fi lter packets through the firewall and does 
not provide a feature in the user interface to configure 
screend .  Experienced firewall administrators, however, 
can configure screend to al low I P- Ievel connections to 
pass across the firewal l  when they need to support pro
tocols for which appl ication gateways are not avai lable .  
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Application Gateways 

As previously stated, the AltaVista Firewa l l  is primarily 
an appl ication gateway fi rewal l .  As the name im plies ,  
application gateways operate i n  user space at  the  appli
cation layer of the open system interconnection (OS I )  
mode l ,  contro l l ing the traffic between directly con
nected networks. A separate gateway l istens on the 
appropriate TCP /UDP port on the fi rewal l  for each 
protocol that the firewal l  relays. This approach pro
vides a high level of control over a l l  major TCI'/IP 
services and allows extensive logging, neither of which 
packet- fi ltering tech niques can provide. For example, 
i t  is possible to a l low only authenticated users to copy 
ti les, using FTP, out of a private network using the 
FTP PUT com mand, whi le also al lowi ng anyone to 
copy ti les from external servers i nto the private net
work using the FTP GET com mand . This h igh level of 
control is also apparent in the log Ji les, which show the 
source and destination addresses ( both in r r  format 
and as a ful ly qualified domain name [ FQD N ] ) ,  as wel l  
as the commands executed, names of ri l es transferred , 
and the number of bytes transferred i n  each direction 
across the firewall .  

By  ddault, the AltaVista Fi rewall is confi gured with
our :.my screend packer filter ru les that might a l low net
work traffic to cross the firewall at the I P leve l .  Theretore, 
traffic traveling in both clirections must be cli rected to 
the firewall where it will be relayed by tJ1e appropriate 
application gateway. This high lights another significant 
advantage of application-level fi rewal l s-the abil ity to 
perform network address hicling. This allows customers 
to use RFC 1918  (Address Allocation tor Private 
lnternets)" addresses on their internal network, since the 
gateway hides tile rr addresses of tile hosts on tile private 
network inside the firewall .  

Historical ly, application- level firewa l l s  pertormed 
poorly, because a new process was forked to handle each 
connec6on .  For FTP and Telnet, tl1 is is not a serious 
issue; however, witi1 vVeb traffic, a single URL request 
nlJy result in numerous oti1er requests for in- l ine images. 
The O\'erhead i nvolved in torking a new process f(x each 
connection is not acceptable. The appl ication gateways 
used in the Alta Vista Firewall have been designed to 
address tilis l imita6on, witi1out sacrificing security. 

Each application gateway is implemented using a sin
gle process to handle all connections. To process each 
connection, the gateway multiplexes between open I/0 
file descriptors using ti1e select( ) system call , performing 
nonblocking reads and writes, and buffering all data 
until it can be passed on to tl1e client or server. This non
blocking fi.mctionality allows the gateway to handJe 
other connections without having to wait tor ti1e 
client/server to process the data already sent to it, or to 
wait t(Jr the name service daemon or tJ1e autJJelltication 
service daemon to ren1rn with a response. 
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This req u ires that each of the support daemons, 
such as the alarm daemon,  the name service daemon, 
and the authentication service daemon , must also 
process requests fi·om the application gateways without 
blocking .  Th is design resu lted in sign ificant improve
ments in performance and in memory usage . 
Performance has also been improved by caching name 
service lookups in the name service daemon . 
Independent tests have demonstrated that the 
AJta Vista Firewa l l  97 pertC>nns better than packet-filter 
firewal ls ,  even at Fast Ethernet speeds . 1'1 

The AltaVista Firewa l l  currently provides the tel l 
lowing application- level gateways: 

• vVW'0/ ( i nc luding Hypertext Transfer Protocol 
(HTTP) ,  gop her, fTP, and secure socket layer 
(SSL) forwarding) 

• Simple Mai l  Transtcr Protocol (SMTP) 

• FTP 

• Telnet 

• RealAud io/ReaiVidco 

• SQL* Net 

• Finger 

• Generic TCP 

• Generic U D P 

Web traffic comprises the majority of activity on  
a typicaJ fi rewa l l .  The W'vVW application gateway 
includes specific fi.mctionality for 

• Blocking Java class fi les to protect users 

• URL filtering to deny access to certain Web sites 

• Caching Web docu ments to improve perrcmnance 

Alarm System 

The Alta Vista Firewa l l  uses a dedicated alarm system 
to monitor the security of the firewa l l  and to respond 
to attempts to circu mvent the security of the fi rewal l .  
I t  c a n  also respond to less serious anomal ies such as 
incorrect passwords. The alarm system is implemented 
by the alarm daemon a larmd,  which monitors events 
generated by appl ication gateways or other servers on 
the tirewal l .  These arc com municated to alarmd by 
means of log messages. 

The alarm system associates one or more a larms 
with each event. E�Kh alarm inc ludes one or more 
actions to take when the event occu rs . The alarm that 
is b·iggered when an event occurs depends on the state 
of the firewa l l, that is, the cu rrent  level of security 
awareness of the firewal l .  The state of the firewa l l  is 
represented using the col ors green ,  ye l low, orange ,  
a n d  red . Each color represents a d ifferent secu rity 
awareness level ,  ranging ti·om under no threat to 
u nder serious threat. 



The fol lowing list describes each state and the level 
of awareness associated with the state . 

• Green :  The firewal l  has not detected any events, 
and all appears normal .  

• Yel low: The fi rewal l has  detected one or more 
events that may indicate a mal icious attempt to 
compromise the firewa l l  or the private network. I f  
n o  further event occurs i n  the next two hours, the 
firewal l  returns to the green state . 

• Orange: The firewal l  has detected events that arc 
construed as mal icious. Events that cannot be cre
ated by harmless or accidental operation cause esca
lation to this state. For example, if the DEBUG 
command appears during a mail (SMTP) session, the 
firewal l cannot revert from tl1c orange state to the 
yellow state; the firewall administrator must explicitly 
set the state back to a lower level once the threat has 
been analyzed and appropriate action tal(cn .  

• Red :  T h e  firewal l  has detected events that may 
result i n  a breach of the security of the fi rewall or of 
the private network i f  not addressed immediately. 
vVhcn an escalation to this state occurs, the in ter
face to the external in terface is usua l ly  disabled 
immediate ly, preventing any further IP traftic from 
that network. 

The current tircwal l  state is constant ly displayed in 
the backgrou nd of the G I and on the console moni
tor. The a larm system can be configured manual ly or 
using the G U I  and al lows the fi rewall administrator to 
specifY the alarm to be triggered tor each event  occur
ring at one or more tircwal l  states. Each a larm speciE
cation inc ludes one or more actions. For example,  an 
alarm can advance the fi rewal l  state, shut down an 
appl ication gateway or the firewal l ,  and notify the fire
wal l  ad min istrator. The administrator can write she l l  
scripts tor add i tional specific actions to take . This can 
enable the fi rewa l l  to actively counter a threat to i ts 
security or that of the private network. 

Authentication Service 

When users log on to most computer systems, they 
spccif)r a password to prove their identity to the sys
tem .  User authentication is the process by which a 
computer system veri fies the identity of a user or entity 
through a unique password . 

The authentication service on tl1e firewall provides 
a mechanism by which the identity of a user can be ver
ified . This a l lows organizations to i mplement security 
policies that specifY that only certain users arc allowed 
to usc particular services to access resources through 
the firewal l .  When users wish to estabLish a connection, 
they must first idcntif)r themselves so that the firewall 
can associate them (via their identifiers ) with the con
nection . This identifier i s  then presented by tl1c applica
tion gateway to the ACL system, which tl1cn decides i f  
tl1c connection request will be allowed or denied . 

Although users logging directly i nto a computer 
system or an i nternal network run certain risks of hav
ing their passwords d iscovered by another person,  
most organizations arc happy to usc what arc termed 
reusable passwords to protect access to computer 
resources within a private network. However, when a 
user wishes to gain access from an external network 
through the firewal l  to an i n ternal network, the usc of 
reusable passwords presents an unacceptable risk due 
to the avai labi l ity of I P  packet snifters. A packet snifter 
is a tool that al lows an attacker to read the data in an IP  
packet and idcntif)r a user's identifier and password 
without the user becoming aware that this has hap
pened . It is dear that a stronger form of user authenti 
cation is required for usc  with a firewal l  that  controls 
access between rwo networks. 

Several authentication mechanisms have been 
devised that arc based on the concept of a one-time 
password . In the one-time password scheme, a parti
cular user has a mechanism to generate a new password 
each time he or she is requested to respond with a pass
word, and the authentication system has a similar 
mechanism to validate the one-ti me password as cor
rect for that user. Most one-time password systems are 
based on a shared secret that is used in conjunction 
with some software or a hardware device ( commonly 
known as a h andheld authenticator [HHA ] ) .  Typical ly, 
the system chal lenges a user, often with a value .  The 
user then uses an HHA to generate a response. The 
authentication system receives tl1e response, and deter
mines if it is the one expected from the user. Further 
attempts to authenticate i nvolve a different  chal lenge 
and a correspondingly diftercnt response. 

The Alta Vista Firewall supports a wide range of user 
authentication mechanisms and can be easily modified to 
support additional mechanisms if  necessary. The aut11cn
tication mechanism used to autl1cnticatc a user can be 
different depending on whether the access requested is 
inbound or outbound. This al lows an organization to 
apply less stringent controls to accesses tTom tl1c internal 
network. Users arc registered with the authentication 
system tl1rough the GUI,  and their details are stored in a 
database. This database includes the inbound and out
bound authentication mechanisms that apply to tl1c user 
<U1d an expiration date for the record . 

The authentication service is implemented using an 
authentication service dae mon ( authd ) and a set of 
authentication server daemons. Authd runs contin 
uously on  the  firewa l l  and  accepts connections 
concurrently from application gateways requesting 
authentication of users. The authentication server dae
mons implement support for each authentication 
mechanism . Each of the authenti cation servers imple
ments a chal lenge-response authentication service and 
is started by i netd when a connection is made to the 
port on which the service is provided . 
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When an app l ication gateway on the fi rewa l l  
requ i res a user to supply an  identifier, a sequence of 
actions occurs as follows: 

l .  The gateway connects to authd and spec i fies the 
identifier for the user. 

2 .  Authd accesses the user database and, after checking 
that  the  user is  registered and that the user record 
has not expired, determines what mechan ism to use 
to authen ticate the user. 

3 .  Authd contacts the relevant authentication server 
:md passes the user identifier to it .  

4.  The authentication server generates a chal lenge for 
the user. Authd passes this chal lenge to the user. 

5. The user generates a response, which the gateway 
provides to the authentication server, and val ida
t ion proceeds. 

6. I fvalidation fails, the gateway is informed and access is 
denied .  If validation succeeds, the user may proceed . 

I n  the event a request is received to validate a user who 
is not registered or whose user record has expired, authd 

wil l  take a user authentication sequence. This additional 
security measure ensures that a potentia l  attacker cannot 
determine if  the specified user identifier is val id. 

Add i ng a n ew authentication mechanism is simple, 
because configuration files specify the port to contact 
for each type of authentication mechanism, and a 
common authentication protocol governs the i nterac
tion between authd and the authentication servers. 

The authentication protocol used between authd 

and the authentication servers is modeled on the FTP 
protocol but is m uch simplitled .  Al l user authe ntica 
tion sequences i nvolve an in i tia l  step i n  which the 
c l ient (authd) specifies the user's identifier to the 
authentication server, followed by one or more 
chal lenge-response cycles in which the server requests 
a reply from the clien t  ( by chal lenging the server 
for some information) ,  and the cl ient responds .  The 
server processes each response and wi l l  either issue a 
further cha l lenge to the cl ient or issue a resu l t  i nd icat
ing if the user is authenti cated or not. 

The authentication service supports the fol lowing 
authentication mechanisms: 

• SccureNet Kev 

• CRYPTOCard 

• WatchWord key 

• SccuriD card 

• S/Key 

• Reusable passwords ( for outbound connections 
on l y) 

The Name Service 

Unlike the traditional model of the I nternet in  which all 
DNS ' '  information is available to all hosts, certain orga-
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nizations may decide to prevent external hosts ftom 
viewing information about i nternal hosts. Restricting 
this type of- information allows an organization to pre
vent  a would-be attacker from gaining a foothold to 
launch an attempt to subvert the secutity of a ptivate net
work. For example, an attacker may support a claim to be 
an employee of-an organization by showing knowledge 
of the network structure, or a recruitment agency m::�y 
identif)r personnel engaged in development activities. 

Trad itional ly, h id ing information about i nternal 
hosts requ ired provid ing two separate name servers. 
An i n ternal name server ran on a server beh ind the 
fi rnval l  and hand led i nternal DNS queries. The fire
wall ran the second name setTer and handled DNS 
queries from external hosts. I n  this way, the complete 
name service database was avai l able to i nternal hosts, 
and the restricted database (which usually contains 
records for the firewa l l  itself and any external WWW or 
FTP servers) was avai lable to external hosts. The draw
back of this approach is that a second host was 
required to run the i nternal name service. 

If an  organ ization is not concerned that i ts internal 
n ame service is avai lable to the outside world, the fire
wal l  can act as a name server for both internal and 
e xternal queries. This approach raises some questions 
regarding how in formation is de l ivered . For example, 
the mai l exchange ( MX)  records specified for i nternal 
hosts will be incorrect for hosts on the external net
work. If the proper h ierarchy is shown for mai l  del iv
ery ( that is, the internal host has the lowest MX 
priority, fol lowed by the local mai l  hub,  then the main 
corporate mai l  hub, and then the firewall itself) ,  exter
nal hosts will a ttempt to connect u nsuccessfully to the 
three in ternal hosts before eventually sending  the mai l 
to the fi rewal l .  Although this does not consume con
siderab le  bandwidth,  i t  does cause a noticeable delay i n  
mail delivery to hosts on the private network. 

The Al taVista Fi rewa l l  name service is implemented 
using a name service daemon ( dnsd) .  Dnsd acts as a 
gateway accepting DNS queries from both the private 
and external  networks. It also accepts DNS q ueries 
directly from application gateways and supports dae
mons running on the firewal l .  Two name servers based 
on the standard Berkeley name daemon ( bind )  a lso 
run on the firewal l  in a protected environment.  One 
acts as an i nternal name server containing information 
concerning the fi.t l l  chtabase of i nternal hosts; the 
other acts as an  external name server contain ing on ly  
selected information . Both name servers are config
u red to accept requests fl.-om dnsd only. 

The name service daemon dnsd considers both the 
orig in and the type of each DNS query it  receives. 
DNS queries th::�t originate on the private network arc 
treated d i fferently fl·om queries that originate on the 
external network. Requests received by the firewal l  
are forwarded to one or the other of the name dae
mons, based on the form and origin of the question . 



Ta ble l shows rhc re la tionsh ip berween queries origi 
I1ati n g on the e x ternal  and i n terna l  net\vorks, as wel l  
as queries by gateways and othe r  daem o ns runn ing on 
rhe fi rewal l . An au thori tative q uery is a q uery that 
concerns a host wi th in  rhe domain of the fi rewa l l .  
Queries from external s ites, for domains other than 
those for which the fi rewa l l  is au thori tative, are 
re jected by def1ll lt ,  tho ugh this behavior can be d is
a b led , a l lowi ng such queries to be forwarded to the 
external name server. 

The main advantage of th is duai- DNS system is that 
it removes the requirement for a second host ro run 
the internal name service . It also a l lows p recise control 
over rhe dissemi nation of name service information to 
hosts on the external net\vork. The Alta Vista Firewa l l  
G U l  al lows an administrator t o  enter a host name and 
spec i fy whether or  not that particu lar  host name is 
visible to the external net\vork as weU as to the internal 
net\vorks. Previous ly, it was possib le to spec i f)r only 
whether or nor a l l  i nternal  hosts were visible,  but  the 
AltaVista Firewa l l now a l lows this d ecision to be made 
for each host. The MX records are correctly generated 
so that external hosts do not see M X  records for hosts 

or mail  hubs on the private net\vork. S imi larly, if the 
insta l lation i ncludes an external mail  hub,  this hub wi l l  
not hold a n  MX record tor i n ternal  machi nes when 
viewed from the i nterna l net\vork.  

The fi rewa l l does not permit zone transfers to exter
na l secondary name servers u n less they appear i n  a fire
W<l l l  l ist of secondaries. A zone transfer involves 
transterring the fu l l  information for a domain from 
the primary domain server to one or more secondar y  
servers . Any externa l secondary n a m e  server that i s  
au thorized r o  receive zone transfers c a n  stil l on ly sec 
the dom:1 in  i n formation as it exists from the perspec
tive of the external nct\vork.  This means that hosts 
on the private net\vork that cannot be resolved from 
the ex terna l nct\vork wil l  nor be incl uded in a ny zone 
transte r  i n i tiated from rhe external network. Zone 
transrcrs from secondary name servers on the internal  
net\vork do not need to be authori zed . 

Access Control System 

Access control is a core function of a firewall . The access 
control system in rl1e Alta Vista Firewall provides a power
fu l ,  flexible, and secure means for ad ministratOrs to 
define who can usc rhe app l ication gateways on thei r  
fircwJ I I .  The ACL system is imp lemented using a r u l e  
definition bnguagc, a li brary of functions used b y  a l l  the 

Table 1 
Hand l ing DNS Queries 

appl ication gatevvays to load and i nterpret rl1e ru les, and 
a comprehensive user interface to allow firew<tl l ad min
istrators to exploit most of the power of rl1c language . 

The architecture of the ACL system is very simp le . I t  
i s  imp l emented a s  a static l ibrary. This static l i brary is 
l i nked to an application gateway or any server that con 
trols access. The API to the l ibrary is minimal ;  it con
sists of a fiJI1ction to load a r u le set from an ACL fi l e and 
a fu nction that takes the detail s  of a user's req uest as 
parameters and returns a decision to deny or a l low rhe 
action based on the rule set. The Alta Vista Firewall has 
been designed so that each appl ication gateway or 
server that uses the ACL system has a separate ru le  fi le .  
H owever, the architecture of the ACL system does not 
requ i re this, and ACL file sharing is possi bl e . 

I n  the rest of this section, we describe the requ ire
ments for the ACL system and how they were addressed. 

• The access control system must be reliable. Si nce 
access control is a core fu nction of a firewal l , the 
design ream considered the reliability of the ACL sys
tem as primary. The ACL system was designed as a 
separate l ibrary that is statically l inked ro the applica
tion gateways . Static l i nking is used to ensure that 
this component cannot be easily replaced by <UJ agent 
attempti ng to su bvert a gateway. Implementation as 
a separate component means rlut al l gatewJys and 
other servers that requ i re access control use a com
mon service , and that this component can be tested 
thorough ly and independently. This approac h 
also had rhe advantage of aUowing more project 
resources to be allocated to the design , imp lementa 
tion, and testing of the ACL system . 

• I r  was clear that a powerful language was requ ired 
to define a wide range of security pol icies. A firew:1 l l 
administrator must be able to grant and deny access 
to ind ividua l users, to hosts, and to groups of users 
and hosts . The admin istrator must also be able to 
spec i t)r times ar which access is a l lowed .  

• Becwse the access control language was extremely 
tlexible, i t  was considered rl1at pol ic ies must be fai l 
safe <Uld tend to deny ratl1er than allow access. Several 
karures of the l anguage implement this requirement: 

- An i mp l icit defau l t  rule states "If there is no rule  
grant i ng access to a request, then that request i s  
denied . "  This def:1u lt  ru le cannot be a l tered . 

- The order of ru les in the ACL file is not impor
ta nt.  l f  there is a conflict bet\Veen rules,  a deny 
rule takes precedence . 

Queries for which the 
firewal l  is authoritative 

Queries for which the 
f irewal l  is not authoritative 

Q ueries from i nterna l  network 

Queries from externa l  network 

I ntern a l  name server 

External  name server 

Exte rna l  name se rver 

Reject the q u ery 
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- A  b lacklist ru le h as been defined . This is a s imple 
statement that takes a l ist o f  host names or 
addresses. If  a host appears i n  a blackl ist  state 
ment, then no user can access that host using the 
fi rewal l ,  and no user can access the firewa l l  from 
the blackl isted host. 

- Time- based ru les can be specified to deny or allow 
access for particu lar  periods d uring a day or wee k.  

- A  GUI interface to the ACL system provides <1 11 

i n terta.ce to most features of the system without 
req uiring the firewall ad m i nistrator to generate 
the ACL ti les manual ly. 

• The interface to the ACL system is very si mple. The 
API consists of just two functions that an application 
gateway m ust call . The first fu nction l oads the rule 
set that the gateway wil l  use, and the second fu nc
tion takes the details of a request a user is making as 
parameters and returns a deny or allow decision. 

• The ACL system is also well integrated wid1 the other 
systems in tJ1e fi rewall . For example, tl1e ACL system 
performs its own logging of each user request and 
tJ1e resulting decision to deny or allo\\' access. 

The ACL grammar is  a simple r u le- based language 
that su pports the definition of a list of deny and a l low 
r u les for application gateways. Each application reads 
an ACL ti le to load the rule set it uses to make access 
control decisions. 

The core of the ACL system is the algorithm used to 
a l low or deny access through the gateway. Each time 
the user makes a request to an application gateway, 
the gateway bui lds a data structure describing the user 
and the requested action and ma kes a call to the ACL 
syste m .  The data passed to the ACL system i ncludes 
the f()l lowing information:  

• The canonical form of the FQDN o f  the host  from 
which the user is  making the cal l .  

• T h e  I P  add ress of t h e  host fro m  which the user is 
connecting. 

• The user identi fier, if  the user has been authenticated . 

• The action the user is requesting. 

• The server that the user wishes to access. Note that 
this cou l d  be the fi rewa l l  i tsel f. 

The ACL system uses the roll owing algorid1m to decide 
whether to grant or deny access to a user request. 

• Search through a l l  the time- based rules . If any time 
rule denies access to the requested operation, log 
that a request was denied because of a ti me ru le  and 
set a Hag to indicate that the request was denied .  

• Search through a l l  the blacklist rules .  If  the source 
or target host is bl acklisted, log that a request was 
denied because of a blacklist ru le  and set a tlag to 
i nd icate that the request was denied. 
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• Search through a l l  the deny ru les. I f  access is denied 
because of an explicit deny r u le ,  log that a request 
was denied because of a deny ru le  and set a fl ag to 
i nd icate that the req uest was denied . 

• I f  the tlag to i n di cate that the request has been 
denied is set, return 'DENY' to the gateway. 

• Search tJuough all the allow r u les. If access is granted 
because of an explicit allow rule,  Jog that a request 
was granted and return 'ALLOW' to the caller. 

• Log that access was denied because no rule matched 
the request and return 'DENY' to the ca l ler. 

Note that denying one request can generate up to 
t h ree log e ntries:  access can be denied because of a 
time ru le,  a blacklist rule,  and a deny r u l e .  I f  a l l  three 
ru les are triggered,  they are all logged . Tl1e decision to 
implement logging in this manner was made to ensure 
that logs were compl ete and to ensure that all appl ica
ble alarms were triggere d .  Note also that i f  any deny 
rule is triggered, the ACL system does not even l ook at 
the a l low r ules. This means that the deny r u l es take 
preced ence over the aJ low r ules. Also note that if no 
ru le  triggers that the request wil l  be denied,  the 
request is denied.  This implements the requi rement 
that any request that is not expl icitly allowed is denied.  

Reporting and Logging 

It is a primary fi.1 nction of a fi rewal l  to keep a n  audit  
tra i l  or a l l  network traffic tor both al l owed and denied 
connections. Most authors on the s u bject of ti rewal ls  
stress the importance of maintaining comprehensive 
l ogs so that break-in attempts can be identified 
qu ickly, and the necessary actions can be taken against 
the attacker. These actions can i nc.lude contacti ng th( 
fi rewall  administrator of the host the attacker is using, 
blackl isting the host the attacker is using, or temporar
ily sh utting down some of the services that the attacker 
is trying to nploir .  

Loggi ng in  the AltaVista Fi rewall  is i m plcmcmcd 
using a common l i brary. This l ib rarv is statically l i n ked 
to a l l  the fi rewal l  components and p rovides a un i f(m11 
logging i nterface and u n i torm entries in the fi rewa l l 's 
Jog ti les.  Static l inki ng is used to ensu re that this com
ponent cannot be easi ly  replaced by an agent attempt
ing to su bvert a gateway. Each firewal l  component 
init ia l i zes the logging fu nction on start-up,  passing it 
an acronym that the l i brary uses to tag al l  subsequent 
entries in log fi l es .  \Vhen a firewa l l  component cal ls the 
logging l i brary to write an entry to the log flies, i t  
speciries a flag indicating the type of the log message 
and the log i n formation . Log messages arc of the 
t()J I  owing types: 

• fW _LOG .  The m essage is i n formational . 

• rvV_WA RN. The message is a warning;  there may 
be some security i mpl ications.  This l evel  usuallv 



indicates that some con figu ration information 
expected by the component is not present or can 
not be accessed . 

• F\t\I_EVENT. This message is a security event.  
Event messages are detected by the a larm system 
as described above . 

Al l  logged messages incl ude the fol lowing in formation 
in the log entry vvritten to the log fi le :  

• The current date and ti me 

• The component generating the message 

• The log message type 

• The log message information 

As well as ensuring that a l l  firewall  activity is logged, 
it is also critical that the firewal l manages the Jogs fi les 
that are generated to ensure that the log information is 
retained for l ater analysis. The Al taVista Firewal l auto
matical ly archives logs ti les on a monthly basis and 
inc ludes features to al low for the retention and/ or 
deletion oflog archives after one year. The firewal l  also 
monitors log disk space usage and w i l l  autornatica l lv  
intonn the firewal l  admin istrator i f  the amount df 
space avai lable fa l ls  below a spec ified size . If the log 
disk is fu l l ,  the firewal l  will disab le i tself so that no net
work traffic can occur that is nor logged . 

The AltaVista Firewa l l  also provides comprehensive 
traffic -reporting faci l ities ,  inc luding an automated 
reporting service and a GUI -based custom report gen
erator. The fi rewal l 's reporting system a l lows a fi rewa l l  
Jdmin istrator to choose from a number of report 
types, inc lud ing summaries or detai led information, 
on individual gateways or on al l  firewa l l  services. 
Reports can be generated tor dai ly, weekly, and 
monthly periods . These reports can be mailed auto
matical ly to a specified d istri bu tion l ist. 

Remote Management 

Firewall management has rapid ly become a key issue 
tor organizations implementing connections to the 
Internet, or for organ izations required to protect sev
eral parts of their i nternal private network. Typical ly, 
fi rewa l l  products a l lowed operator Jccess only at the 
firewall system's console to ensure the security of the 
i nstal lation. Most organizations today p refer to cen
tralize their network control operations and expertise .  
Firewa l l  products that req u i re console-only access are 
often not considered . Also, many organizations place 
thei r firewal l s  at separate locations where console 
access for monitoring and control may be restricted 
tor various reasons. The AltaVista Firewa l l 's remote 
management provides a mechanism by which a central 
network management body can control every firewall 
within an organization.  

The key requirements for remote management of a 
firewall are as tol lows : 

• A secure channel between the firewa l l  and the 
remote management cl ient 

• A consistent user interface tor both local and 
remote management 

• Support for mu ltiple administrators with the ability 
to control the tasks each admin istrator can perform 

Clearly, any firewa l l  remote management capabil ity 
must be complete ly  secure, offering no possibi l ity of 
compromise. If an attacker can break into a firewal l's 
remote management channe l ,  then the complete sub
version of rbe firewall is l i kely. 

For ease of management, i t  is Jlso important that 
the user in terface that is avJi lable remotely is tbe same 
as the one avai lable local ly, so that all firewall monitor
ing, contro l ,  and configuration t:1ci l i ties are avai lable 
from the remote host. 

Final ly, the abi l ity to support muJrjpJe administrators 
is required when a firewal l  is being managed remotely, 
so that the organization that operates the firewall can 
control who has access to the firewal l and what opera
tions they can perform . Typical ly, an organization 
restricts the ad ministrators who can configure or 
reconfigure the firewall so that changes to the security 
policy the firewal l  implements are tjghtly control led .  

As described previous ly, the user i nterface for the 
AltaVista Firewal l is implemented using an HTML
based approach, thus enabling any p latform capable of 
supporting a Web browser to manage the firewa l l . The 
key requirement is to secure the con nection between 
the tirnval l and the remote host the GUI traffic travels 
over, because al l management actions are performed 
by the GUl Web server runn ing on the firewal l .  The 
need to au thenticate both the fi rewa l l  and the remote 
host is critical to this .  A l though SSL- based solutions 
can easi ly de liver fi rewall authentication, it is less easy 
to del iver remote host authentication, without provid 
i ng an appropriate key generation mechanism for 
potential c l ients within the firewa l l  prod uct. A solution 
is req uired that provides an encrypted channel for the 
GUI traffic and inc ludes a mec hanism that a l lows for 
authentication of both parties. 

The Al taVista Tunnel  prod uct was sel ected to pro
vide a secure channel for remote management for two 
reasons: ( 1 )  I t  del ivers a mechanism by which traffic 
between the host running the AltaVista Firewa l l  and a 
remote host is secured through encryption, and (2)  Tt 
provides an easy-to-use mechanism tor authentication 
of the two parties. For remote managemen t, a tu nnel 
i s  establ ished between the remote host and the fire
wal l .  This tunnel provides the secure channel through 
which the firewall can be managed from a remote 
host. The fi rewall acts as a tu nnel server ( runni ng the 
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AltaVista Workgro up Edition Ttmnel software ) ,  while 
the remote host may be ei ther a tunnel server or a ru n
nel cl ien t ( r u nning the Al taVista Personal  Edition 
Tu nnel software ) .  In t his way, an ad ministrator can 
manage a fi rewall from any p lattorm that supports the 
AltaVista Tu n nel . A mod i fied version of the AltaVista 
Workgroup Edition Tu nnel software is sh ipped with 
the Alta Vista Fi rewal l ,  as \vell as Alta Vista Personal 
Edition Tunnel sofuvare tor Windows 95 and 
Windows NT platforms. The firC\val l  tunnel  sofuvare 
is mod ified to restrict the n u m ber of concu rrent tu n
nels that can be started to one ( for  l icensi ng reasons) 
and to operate the tu n nel server on a nonstandard 
port.  This avoids c lashes with organ izations that arc 
relaying tu nnels by means of the firewal l .  

A ·we b browser running o n  the firewall  connects to 
the GUI Web server using the local host's add ress. In 
con trast, a Web browser run ning on the remote host 
connects to the GUI Web server using the IP address of 
the tu nnel endpoint. The e ndpoint is the pseudo- I I' 
address allocated to the runnel on the firewal l .  The G U I  
Web server on the firewall i s  configured t o  allow only 
con nections from the loca l host ( the firewall) and from 
the tunnel endpoi nt ( that is, the pscudo - I P  address) of 
the remote host. The \Ve b server a u tomatically manages 
the G U I  u niversal resource locators (URLs) generated 
tor each user inrer�ace component, depend ing on 
whetJ1er the connection origi nates locally or through a 
remote management channel .  Because the AltaVista 
Tunnel product adds a route on the host at one end of a 
tunnel to the pseudo-I P  address of the tunnel endpoint 
on another host, traffic between the browser and G U I  
Web server i s  automatically routed through the tu nnel 
<lnd is secure fi-om interception . The GUI Web server 
rejects any attempt to connect fi-om a host tl1at is not the 
local host or does not have a remote management chan
nel configured for it .  

The implementation of remote manage ment sup
port in the Al taVista Firewal l  includes GUl hmcrional
ity that a l lows a firewa l l  ad ministrator to add, view, and 
delete remote management chan nels .  When adding a 
new channel,  the administrator specifics the pseudo- I P  
add resses tor both tunne l  endpoi nts, the name of 
the channel ,  and the type of tunnel  to be used 
(vVorkgroup or Personal Editio n ) .  The GUI automati
cal ly configures the AltaVista Tunnel software, sets u p  
the tu nnel configuration requ ired,  a n d  generates the 
necessary key and con nectjon files for the remote host. 
The administrator is not requ ired to perform any direct 
Alta Vista Tunnel management activities on the firewal l .  

The implementation of mu lt iple admin istrator sup
port in the Alta Vista Firewal l  includes G U I  fu nctional
i ty that al lows an existing ad ministrator to add other 
administrators, c hange their G UI login passwords, 
speci �' what G U I  tasks they can pertorm ,  and delete an 
ad min istrator. Al though the G U I  restricts administra
tor logins from a particular  source to one at a time , i t  is 
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possi b le  t hat separate administrators can log in loca lly 
and remotely. Ad m i n istrators arc granted privil eges to 
monitor, control, and con figure the fi rewal l  for each 
GUI su bsystem .  One admi nistrator may be able only 
to monitor  the fi rewall status, wh i l e  another adminis
trator may have the necessary privileges to configure 
the security pol icies for application g:neways or  to 
manage the user authentication system. In addition , 
G U I  privi leges arc a l located separately t(1r l ocal and 
remote access , provid ing fu rther flex ib i l ity tor admin
istrator privi lege control. 

Future Enhancements 

Large organi zations that have JocaJ private networks in 
several geogra ph ies currently link these networks using 
expensive private con nections. The growing avai labil ity 
of i nexpensive, h i gh -speed Inte rnet con nections and 
the development of secure I P  tu nne l i ng sofuvare prod
u cts, such as the AltaVista Tunnel , is prompting many 
of these organizations to construct virtual private net
works ( VPNs) .  S ince each Internet connection must be 
secure, the next logical step is to integrate the IP tu n 
neling upabi l ity into tl1C AltaVista Firewa l l .  

Larger orga nizations are moving away ti·om tl1e idea 
of having one tirewall as a single choke -point connec
tion to the I ntemet. I nstead , mu ltiple fire waJ i s  may be 
dispersed at several locations throughout a private net
work, perhaps on different continents. It  wi l l  therefore 
be necessary to ensure that the network secur ity of 
each firewal l  re mains synchron i zed with the others .  
T h e  abi l ity t o  provide secure enterprise management 
of several ti rewa l ls ti-om a single location is a major 
challenge tor the AltaVista F ire\\'a l l .  

IP  multjcast technology" is now becoming a core 
componen t  of the Internet and privJte corporate 
networks. M u l ticasting is the abi lity to d istri bute data 
packets to a group of one or more hosts, as opposed 
to unicasting, which refers to normal point-to-point 
Internet commu nications, and broadcastjng, which 
refers to one-to-all commu nication. IP rnu l ticast has 
enormous potcnti:d ,  most notably i n  low-cost, reaJ-t ime 
contercncing ( tor example, video and audio), where each 
host must send data to ,dl other con rcrence participants 
and otl1er I n ternet mul timedia app l ications. Mu lticast 
datagrams, however, may pose security vu lnerabilitjes 
to machines that receive them. The Al taVista Fi rewall 
must address the need to relay m ulticast p<Kkets while 
continuing to ensure the security of tl1e private network. 

The deployment of IP nct\vorks based on the 
next-ge neration I n te rnet Protocol S u i te, IP version 6 
( I Pv6) ,"' wil l  add ress many of the structu ra l  and 
secu rity issues that curren tly e xist with l l'v4 . IPv6 wil t  
provide many advantages, including 

• Scalabi l i ty. Rapid growth in the Tntcrnet h as 
resulted i n  the avai lable IP address space being con-



sumed at an alarming rate . !Pv6 provides a much 
larger address space . 

• Secur i ty. 1Pv6 add resses authentication,  integrity, 
and confidential ity issues. Because I Pv6 corrects 
many of the threats and vu l nerabi l i ties associated 
with I Pv4, the architecture and security policy of an 
I Pv6 firewa l l  wi l l  s ignificantly  d iffer from those of 
an !Pv4 fi rewal l .  The integration of I Pv6 support 
into the AJtaVista Firewa l l  wi ll require researching 
any outstanding security threats, as wel l  as  address
ing the practical issues of performance slowed by 
cryptography. 

Summary 

The emergence of new technologies and the growth 
of electronic commerce on the I nternet means that 
network security wil l  continue to i ncrease in impor
tance . The AltaVista Fi rewall add resses customer 
requirements t(x securing their I nternet connections 
by provid ing a powerfu l  and flexible firewal l product 
that includes <lppl ication - level and packet-level net
work traftic control functions, traffic loggi ng , and 
security monitorin g  capabilities, together with com
prehensive fi rewall con figuration and management 
su pport through a GUl .  

The AltaVista Firewa ll 97 for t he  D I G ITAL UNIX 
operating system is now i n  its third release since its 
introduction in September 1 995 and h as achieved 
market recogni tion t<x its h igh performance, its com
prehensive firewall katures, and i ts ease of use .  At the 
same time, the prod uct provides systems integrators 
with a wmprehensive set of firewal l  features and func
tional i ty to eJLlble them to provide customized n et
work security. 

Acknowledgments 

We would l ike to acknowledge the fOllowin g  people 
t()[ their contributions to the design and development 
of th is prod uct: Fra n k  O'Dwyer, for his contributions 
to the access control system;  Chris Evans and Eugene 
O'Connor tor their extensive user interface and docu
mentation work; Sarah Keating, whose testing con 
tributed to the security and robustness of the prod uct; 
Tim Sh ine ,  engineering manager, who ensu red the 
timely delivery of the prod uct; Brendan Noonan, 
product manager, whose market knowledge was 
invaluable; Jeff Mogul ,  t(x his advice on packet fi lter
ing; Dan Walsh and Ken Alden, for their advice and 
assistance with the AltaVista Tunnel product; Kevin 
Carey and Tony Pitt, tor their help wi th beta testing; 
and the members of the AltaVista Internet Security 
Product Group. 

References 

l .  W. Stevens, TCP/IP Illustrated. lloluml! 1: Tbe Proto

cols ( Reading, Mass . :  Addison Wcslev, ISBN 0-20 1 -
63346-9, 1 994) .  

2 .  S .  Be:Uovin,  "SecUJitv Problems i n  the TCP /IP Protocol 
Suite," Computer Communicutiun Review vol . 1 9 ,  
n o .  2 ( 1 989)  32-48 . 

3. R .  Morris, A Weakness in the 4 . 2  8Sf) !!n ix TCPIIP 
Sojhmre ( Murrav H i l l ,  N.J . :  AT&T Bel l  Laboratories, 
February 1 98 5 ) .  

4. CERT Coordination Center 1 996 A 111zua/ Report 
(http:/ jwww.cert .org/ cert. re port. 96.  h tml ) .  

5 .  ] .  Mogul, R .  Rashid, a n d  M .  Accetta, "The Packet 
Filter: An E ffic ient Mechanism tor User Level Net
work Code," Proceedings o,lthe 1 l th SFmpusiwn on 

Operating Systems Principles. AGM SYSOPS, 
Austi n ,  Texas ( November 1 987 ) .  

6 .  ] .  Mogul,  "Simple and F lex ible Datagram Access Con
trols for UN IX- based Gateways" ( D igital Equipment 

Corporation, 'vVestern Research Laboratory Research 
Report, Apri l 1 984 ) . 

7. J. Mogu l ,  "Using sneend to I mplement I P/TCP 
Security Policies" ( Digital Equ ipment Corporation, 

Network Systems L1borarory Techn ical Note TN-2, 
July 1 99 1 ) . 

8 .  CERT Advisory CA-96 .2 1 ,  "TCP SYN Flooding and 

IP Spoofing Attacks," Septem ber I 996. 

9 .  Y. Rekhter, B. Moskowitz, D. Karrc n bng, CT. de 
Groot, and E.  Lear, "Add ress Al location for Private 
I n terncts," RFC 1 9 1 8  ( Februar\' 1 996 ) .  

1 0 .  D .  Newman,  H .  Hol zbaur, and K .  Bishop, " Lab Tests: 
Firewal ls :  Don't Get Bu rned," Data Comnw n ica
tions (March 2 1 ,  1 99 7 )  h ttp:ww\v.data .conJ/cgi
bin/ dynamicjlab_tests/ti rcwal ls97 -extras 1 .  txt. 

1 1 . P. Albitz and C .  Liu, DNS and LJIND. 2nd Edition 
(Sebastopol, Cal i f. :  O'Rei l lv  & Associates, I n c . ,  ISBN 
1 - 56592-236-0, December 1 996 ) .  

1 2 .  IP M u l ticast In i tiative ( http:/ jwww. i pmu lticast.com ) .  

1 3 .  S .  Deeri ng and R. H inden, "Internet Protocol Vers1on 6 
( ! Pv6 ) Specification," RfC 1 88 3  ( Decem ber 1 995 ) .  

General References 

\V. Cheswick and S. Be l lovin ,  Firewalls and ln.ternel 
Security, Repelling the Wily Hacker ( Read ing Mass . :  
Add ison Wes l ey, ISBN 0-20 1 -63357-4,  1 994 ) .  

D .  Chapman a n d  E .  Zwicky, Building bztemr!l Firewalls 

( Sebastopo l , Cal if. :  O'Reilly & Associates, I n c . ,  ISBN 

1 - 56592 - 1 24-0, 1 995 ) .  

Digital Technical Journal Vol .  9 No. 2 1 997 3 1  



32 

Biographies 

]. Mark Smith 
Mark Smith joined D I GITAL in 1 982 and is a principal 
engineer i n  the AltaVista I n ternet Security Product 
G roup .  In h is  cu rrent posit ion, he has contributed to 
the design of the AltaVista firewa l l  p roduct since its 
i nception .  I n  p revious p roJects, Mark worked on the  
d evelopment o f  D I G ITA L's Fi rewa l l  Service and on 
the POLY CENTER Security I n trusion Detector pro
duct.  Mark was a lso p roject l eader for a nu mber of 
pu blishing products, inc luding DECwrite version 3 .0 ,  
and  was cha i r  of the  Technica l  Committee for the 
ODA Consortium.  I n  addition, J'vlark has represented 
D IG ITAL within several publishing-rebted standards 
groups. Mark received a B . E. in electronic engineering 
( 1 9 8 2 )  from Un iversi ty Col lege Dub l in ,  I re land and 
an M .Sc.  in computer  systems design ( 1990)  from the 
University of Dubl in ,  Ireland.  He has lectured in com
puting at Un iversity College Galway, I reland and holds 
one patent .  

Sean G .  Doherty 
Sean Doheny joi ned DIGITAL in 1 99 3  and is a senior 
somvare engineer in the AltaVista I n ternet Security 
Product Group where he has designed and developed 
components of' the Al taVista Firewa l l  si nce its i nception.  
Previously, Sean contri buted to the design and deve lopment 
of the POLYCENTER Security Compl iance Manager tor 
NetWare prod uct. Prior to JOining D IGITAL, Sean was 
responsible for the development of system management 
somvare for Third Wave Ltd . Scan received a B .Sc. in 
computer appl ications from Dubl in City University, 
Ireland ( I  992 ) .  

Digital Techn ical journal Vol .  9 No. 2 1997 

Oliver J. Leahy 
A principal engi neer in the AltaVista Secu rity Prod ucts 
Group, Ol iver Leahy has worked in security engi neering 
for several years. He led the POLYC ENTER Security 
Compliance Ma nager ( PSCM) for NetvVare project and 
worked on the development of PSCM for OpenViY!S. Prior 
to this, he  worked in the Publishing Tech nology Group 
and in the DIGITAL Semicond uctor Acqu isition Group, 
developing quality control and semicond uctor test soft
ware. He holds a B .Sc. ( 1982 ) fi·om Trinity Col lege Dubl in 
and an M . Eng. ( 1 98 8 )  from the University of Limerick.  

Dermot M. Tynan 
A principal engineer in the AltaVistJ I nternet SecuritY 
Product Group, Dermot Tv nan is the arch itect of the 
AltaVista Firewall product. Prior to joi ning D I G ITAL, he 
worked as a UNIX kernel engi neer fcJr Altos Computer 
Systems, Unisys, and ICL. He designed sofuvJ.re and 
hardware components tor a real -time FFT system fcJr 
U ltrasystems Space and Defense, I nc .  and devel oped i nter
process commu nication systems f(x Bri tish Telecoms' Work 
Management System. Dermot is an active mem ber of the 
I nternet Engineering Task Force ( I  ETf) ,  the ISO Motion 
Picture Experts Group ( M PEG ), and the Internet Society 
( ISOC ) .  He is currently working on three I mernet draft 
standards and is coi nventor on a fi rewa l l  patent .  



Developing Internet 
Software: AltaVista Mail 

The emergence of the Internet as a place where 

people can conduct business prompted DIGITAL 

to investigate the development of products 

specifically for use in this environment. Electronic 

messaging systems based on Internet technolo

gies provide the communication medium for 

many businesses today. The development of 

AltaVista Mail illustrates many of the concerns 

facing engineers who are designing products 

for this new customer base. The results of our 

experience can be helpful in many ways and 

should be of interest to those involved in 

designing technologies for running Internet 

applications. 

I 
Nick Shipman 

In late 1993,  the Mai l  Interchange Group ( MI G )  
with in DIGITAL started the AltaVista Mail develop
ment program. At that ti me, the members of MIG bad 
substantia l  experience in the deve lopment of elec
tronic mai l  ( e -mai l ) technologies; however, the new 
products were being targeted �or use on the Internet 
in  an environment that was qu ite d ifferent from the 
one for their previous prod ucts. In an effort to satisf)r 
the new customer base, the members of MIG reexam
ined their design and development process. 

The Alta Vista Mail prod uct emerged from efforts to 
improve MIG's support for Internet- based e-mai l  
technologies. Our previous products were e lectronic 
mail and di rectory servers for net:\vork backbone use, 
based on the most recent X.400 and X . 500 standards. 
Products suitable tor the Internet envi ron ment would 
clearly be quite d ifferent. 

This paper begins by presenting our ana lysis of 
Internet services and support sofrware and descri bing 
the transmission of e -ma i l  on the Internet. The paper 
then discusses the impl ications of developing a prod 
uct for the I nternet environment and exp la ins the 
impact of those impl ications on the design and imple 
mentation decisions that  defined rhe AltaVista Mail 
product. The paper concludes with the engineeri ng 
assu mptions and habits that had to be overturned to 
build the product set .  

Internet Services and Software 

Duri ng our i ni tial anal ysis of the prod uct possibi l i 
ties, w e  made several in teresting observations about 
I n ternet services and software, particu l arly in compari
son to the mission -critical prod ucts in MIG's existing 
portfolio. (Our observations could more accurately be 
called assertions-it was and is remarkably d ifficu l t  to 
get hard information about I nternet use . )  

l .  The academic/research/technical community 
determi ned the nature of the Internet's service 
offerings. Most of the software defining the 
Internet's services was generated by and �or this 
community. 

Digit� I Technical Journal Vol .  9 No. 2 1 997 33 



34 

2. The real market opportu nity would not be among 
the academic/research/technical com m u nity but 
would be drawn from ordinary businesses. 

3. Much of the service software on tJ1e I n ternet was 
unsatisf..1ctory for routine business usc, either because 
it was u nreliable or because it was difficult for end 
users to deaJ with it .  Even tJ1ough !Tee software was 
abundant, much of it did not work. Support tor tJ1e 
!Tee software was a risk: some software had excellent 
peer support; Lm fortunately, not aJ I  end users were 
aware of its existence or were able to access it. 

4. We judged the operati ng system pl atforms com
monly used for service software to be unsuitable tor 
a large part of the business community. The various 
UNIX platforms need skil led l ocal stan; corrupted 
or poorly configured Windows version 3 . 1  and 
Macintosh r u n - time environments wou ld be diffi
cult to diagnose and expensive to support. 

Expand ing i nto support of the I nternet e nviron -
ment would requ ire us to bui ld native equivalents fo r 
some of our existing server software. We believed that 
the Windows NT platform offered a good framework 
for systems that would work well in any business envi
ronment and be easy to su pport. 

lni tiaJJy, we req uired the fo iJowing products: a server 
that supported the Simple Mail Transfer Protocol 
(SMTP) and tJ1c Post Office Protocol version 3 ( POP3 ) ;  

S M T P  c o m m a n d / r e s p o n s e  

a gateway to Lotus cc : Mai l  post offices; and a gateway 
to Microsoft Mail post offices. 

The SMTP /POP3 server is the m a i l  system compo
nent responsib le  tor accepting messages from mai l  
c l ient programs. I t  transmits the m  toward the recipi
ents'  SMTP servers and performs loca l del ivery usin g  
t h e  P O P 3  protocol .  This process i s  described i n  more 
detail in the next section.  

E-mail on the Internet 

This section briefly descri bes how I n ternet e-mai l  is 

tr;mskrred from the originator to the reci pient. 
The origin ator's mail client program constructs a 

message accordi n g  to the r ules described i n  the 
Internet standard , R.FC 822 . 1  The R.FC 822 standard 
defines a message as a seq uence of short l ines of7- bit 
ASCII text, each terminated by a carri age-return and 
l ine -ked sequence ( C RJ�F) .  The fi rst l i nes are header 
fields; these are extensi ble but typical ly include the 
originator and recipienr e -mail addresses, the date, and 
the message subject. The header ends with a blank 
l ine, and the remaining l ines constitu te the body of the 
message. Figure 1 shows an SMTP d ial ogue that 
includes an .RFC 822 message. 

Where appropriate, the mail program can also toiJow 
the Multip urpose I nternet MaiJ Extensions (MIME) 

rules in  R.FC 1 5 2 1  and R.FC l 522L' ; these describe 

Comments 

2 2 0  s e r v e r 1 . a l t a v i s t a . c o . u k A l t a V i s t a Ma i l  

Caller opens connection 
Server's welcome message 

V 1 . 0 1 1 . 0  B L 2 2  S M TP r e a dy 

h e l o  c l i e n t 1  . a l t a v i s t a . c o . u k 

2 5 0  OK 

m a i L  f r o m : < F r e d @ a l t a v i s t a . c o . u k >  

2 5 0  O K  

r c p t  t o : < B i l l @ a l t a v i s t a . c o . u k > 

2 5 0  O K  

d a t a  

3 5 4  S t a r t m a i l  i n p u t ;  e n d  w i t h < C R L F> . < C R L F> 

D a t e :  M o n ,  7 J u l  1 9 9 7  0 8 : 3 0 : 1 3  + 0 1 0 0 

F r o m : F r e d  < F r e d @ a l t a v i s t a . c o . u k > 

T o : B i l l  < B i l l @ a l t a v i s t a . c o . u k > 

S u b j e c t : E x a m p l e  m e s s a g e  

H i  B i l l , 

T h i s  i s  a t e s t  m e s s a g e . 

I t ' s  n o t  v e r y  L o n g . 

F r e d  

2 5 0  O K  

q u i t  

22 1 r e d s v r . a l t a v i s t a . c o . u k  c l o s i n g  c o n n e c t i o n 

Figure 1 
Example  SMTP Dialogue 
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Cliem gives irs own host name 
Host name was acceptable 
Identi fies return path for nondelivcrv reports 
Return pad1 was acceptable 
A recipient [()r this message 
Recipient was acceptable 
Message tol lows 
OK to start message header 
Message's d ate 
Originator field 
Recipient field 
Subject field 
Blank l ine ends message-header fields 
Con rem l i nes . .  

. . .  End of content 
Message has been accepted 
No more tnessagcs; signing off 
finished 



how to construct a message body to transfer typed and 
structured data and how to pass non-ASCII  characters 
in header fields. Figure 2 shows an example of a mes
sage constructed according to the MIME standard . 

The originator's client submits the message to a 
nearby SMTP server using the SMTP protocol : '  This 
very simple protocol uses short, CRLF-terminated 
lines of 7 -bit ASCI I  text to transfer its commands and 
responses. To submit a message, three commands are 
used : the MAIL, RCPT, and DATA commands in tro
duce the originator's e-mai l  address, the recipients' 
e- rn;l i l  addresses, and the RFC 8 2 2  message data, 
respectively. 

The SMTP server examines each recipient's e-mai l  
address to decide where the message should be sent. 
Recipients <lre routed by consul ting the Domain 
Name System ( DNS ) ,  a d istributed directory that asso
ciates domain names with sets of typed resource 
records that denote the published properties of each 
domain . '  7 For a recipient, user@domain.name, the 
target domain .name is looked up  and the resource 
records of type MX (tor Mai l eXchange) arc retrieved. '  
These records l ist  the hosts that the domain nominates 
to receive i ts mail ;  each host has a numeric preference 

M I M E d a t a  

D a t e :  M a n ,  7 J u l  1 9 9 7  0 8 : 3 0 : 1 3  + 0 1 0 0 
F r o m : F r e d  < F r e d @ a l t a v i s t a . c o . u k > 

T o : B i l l  < B i  l l @ a l t a v i s t a . c o . u k > 

S u b j e c t : B i n a r y  a t t a c h m e n t  

M I M E - v e r s i o n :  1 . 0 
C o n t e n t - t y p e : m u l t i p a r t / m i x e d ;  

b o u n d a r y = " z z z B o u n d a r y z z z "  

- - z z z B o u n d a r y z z z  

value.  Eventual ly, the mail  must be del ivered to the 
most preferred host. 

For each target domain ,  the S MTP server uses the 
SMTP protocol to transfer the message to the 
domain's most preferred, reachable  M.,'{ host. (The 
most preferred host may be unreachable from the local 
server: it may be switched off for a whi le,  or it may be 
behind a firewal l ,  a machine that protects a private net
work by l imi tjng access from the open I n ternet to the 
mach ines inside the protected network. )  The chosen 
host, if it is not the most preferred,  forwards the 
message to a more preferred host and so on, unt i l  the 
message reaches the recipient domain's most preferred 
host. That host then de l ivers the m essage to an area 
from which the recipient's mai l  cl ient program can 
fetch it .  

Fetching a message is often a platform-specific oper
ation, but a standard protocol such as POP3 can also 
be used 8 This s imple, text- based protocol al lows the 
mail cl ient to l ist the messages waiting to be fetched , 
to fetch i nd ividual messages, and to delete them from 
the server once they are satdy stored within the cl ient. 

Newer, more feature-rich protocols and i nterfaces, 
such as the Internet M essage Access Protocol version 

Commems 

Normal RFC 8 2 2  header fields 

This is a M I M E  message . .  

. . .  consisting of a list of body parts 
Blank l ine ends message -header fields 
Start . .  
. . .  of first body part . .  

C o n t e n t - t y p e : t e x t / p l a i n ;  c h a r s e t = " u s - a s c i  i "  

C o n t e n t - T r a n s f e r - E n c o d i n g :  ? b i t 

. . .  in ASCI I  plain text . . .  

. . .  using 7 - bit encod ing 

H i  B i l l ,  

H e r e ' s  a b i n a r y f i l e .  

I t ' s  f o u r  b y t e s  o f  a l l  1 ' s .  

F r e d  

- - z z z B o u n d a r y z z z  

C o n t e n t - t y p e : a p p l i c a t i o n / o c t e t - s t r e a m ;  

n a m e = " f o o . d a t "  

C o n t e n t - T r a n s f e r - E n c o d i n g :  b a s e 6 4  

/ 1 / ! ! w = =  

- - z z z B o u n d a r y z z z - -

Figure 2 
Example M I ME lv!essage 

Blank l ine ends bod)'-part-header fields 
Bodv-part contents 

End . . .  
. . .  of first body part and start of second . . .  
. . .  a stream of bytes cal led too.dat. 

. . .  using base64 encoding 
Blank l ine ends body-part-header fie lds 
Hex FFFFFFFF encoded in base64 
End . .  
. . .  of message 

Digital Technical journal Vol .  9 No. 2 1 997 35 



36 

4 ( I MAP4 ) ,  do offer certain user advantages; however, 
they do not perform the basic job of del i vering mes
sages any better than POP 3 .'' Even though support for 
IMAP4 vvas added to AltaVista Mail version 2 . 0 ,  POP3 
remains the method of choice for retch ing messages 
from a remote server: th is protocol is so si m p l e  that i t  
is  hard to implement incorrectly. 

Product Design Decisions 

The definition of the AltaVista Mai l prod uct set did 
not start with technical issues. Instead, i t  started with 
an assum ption about the p urchase price of a product. 
Even though the price we chose was not used f(>r the 
released product, our assum ption turned out  to be, 
perhaps, the most usefu l and powerful design tool 
avai lable dur ing development. 

Product Pricing and Organizational Concerns 

We were int e rested i n  exp loring the implications of 
offering a prod uct at a very low price and sel ling in 
very large qua ntities to make the business worthwh i le .  
MIG's previous products had been priced at the oppo
site end of the price scale: they were expensive, b u t  
thev were valuable t o  the relatively rew customers who 
needed their fu nctions. 

( Interestingly, as we explored the necessary organi 
zational and techn ical changes involved in moving to 
the low end,  we realized that they wou ld in  no way 
jeopardize our a bi l i ty to sell at the high end.  The orga
nizational changes improve efficiency no matter what 
the prod uct price, and the technical changes make for 
a better, more usable prod uct regardless of the cus
tomer pro fi le . )  

Our starri ng poi nt was t o  investigate tl1e engineer
ing impl ications of b u i ld in g a prod uct that would se l l  
for $ 1 00. We concluded the fol l owing: 

• To maximize the nu mber of prod u cts sol d ,  we 
would have to satiS�' the largest imaginable cus
tomer base and not exclude a potential customer 
for any reason.  

• Customers attracted to a low pu rchase price wil l 
also require low running costs. No h idden costs 
cou ld be Jssociated with ru nning the product. 

• Su pport costs wou l d  have to be kept to a minimum.  
If  each customer needed telephone support several 
times over the l ife of the prod uct, the $ 100 price 
wou l d  not cover support expenses. We wou ld hJve 
to ai m at receiving zero support cal ls .  

• Vve would have to minimize the implementation 
and maintenance cost and del iver products and 
updates as early as possible.  The I n ternet market 
moves quickly, partic u l arly at the low end, and a 
long develop ment cycle loses sales. 
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Our extstmg approach to development i nvolved 
obtaining agreement from many groups within 
DIGITAL concerni ng the nature of a problem area 
and the architecture of any sol utions, and then imple
menting prod uct versions ag:� i nst the arc h i tecture .  
This  process is  slow and ex pensive with considerable  
management overhead . 

For the Al taVista Mail prod uct, we decided insteJd 
to d irect a smal l  team to ge nerate a product-q uality 
prototype as quickly as possib le  and to ship that proto
type as a product. In the interests of rapid develop
ment,  we wou l d  d e l i berate ly d iscard much of tbe 
traditional Ph ase Review Process but wou l d  use regu 
lar, i n formal monitoring to ensure that the prototype 
remained acceptable to our target customer. 

Al l design and i m p l ementation decisions wou ld 
be j u dged by their  eftect o n  this  target customer, 
not by their ad herence to an arch i tectu r e .  A l l  future 
development wou l d  be guided by customer te e d 
b a c k .  This method i s  far l ess expe nsive, d e l ivers a 
prod uct fa r sooner, and is more Ji keJy to reflect  cur
re n t  customer needs. 

Technological Concerns 

Our id eas on product pricing and the design process 
led to three in itial design decisions. 

First, nonexpert users must be able to get the fu l l  
value from the product. Setting u p  and con figuring 
the prod uct must involve answeri ng the minimum 
n u m ber of q u est.ions. Each question must re late to a 
topic on which the user can re:�sonably be expected to 
h ave an opin ion .  The user must not be asked questions 
about the internal operation of the product,  only 
about topics with an external signi ficance. 

The product m ust offer the minimum n u m ber of 
operationa l  cont rols. (Some high-end customers 
demand many controls. If  necessary, these controls 
could be added in  a later version; but the product must 
not depend on them , they shou ld not be presented to 
the average user, and those users who i nsist on seeing 
them shou l d  be charged a prem ium to cover the addi
tion a l  support costs. We wo uld expl icit ly accept that 
there are certain customers we should not  a im to sat
is�' and certa.in features we shou ld  never offer. ) 

Secon d ,  the prod uct must never go wrong. The 
prod uct must never encounter any intern a l  errors, 
only those caused by fa i l ures in  i ts operational en v i 
ronrnent .  Any environmental  fai l u re must  b e  
reported com pletely and accurately i n  terms that the 
user can understand.  After a fai l ur e  has been fixed , the 
product must start worki ng again with no fu rther 
intervent i o n . If a n  environ menta l  fai l u re or an opera
tor i ntervention corru pted the software, reinsta l l i ng 
the kit  must  get the system working again .  The prod 
uct  m ust not depend on any prod uct that docs not 
fol low these rules.  



Third, the prod uct must be Inexpe nsive to bui l d 
and mai ntain and must use a rapid development cycle.  
The product-and each of its  components-should 
del iver the max i m u m  customer-perceived value for the 
minimum engi neeri ng i nvestment.  Although the 
number of features should be mini mized , the fu nc
tions delivered should be sufficient to be useful to a 
large customer base . 

Implementation Decisions 

The most important decision was to a im for simplicity 
above all else : s implicity of d esign , im plementation, 
and presentation .  Si mplicity del ivers relia bi l ity and 
i nexpensive imple mentation and maintenance. I t  also 
he lps to ensure that a prod uct is comprehensible to i ts 
end user and does not behave i n  baffling ways, even 
when it  is not working due to an external in fluence. 

A related decision was to use no method or tool that 
migbt encou rage complexity by helping to manage i t :  
n o  formal design methods, no automated desi gn veri 
fication ,  and no automated system test. The developer 
should immediately feel the pain of bui lding a complex 
stru cture or one that req u i res an elaborate system test 
and th us be encouraged to think agai n .  

Of course, proper engineeri ng practice dictated that 
we should use a repeatable system test with properties 
that were we l l  understood , but we del iberately never 
automated the test. We also used remedial  tools such 
as local ly developed l i braries to look fo r memory and 
handle leaks. ( T hese tools do not tempt developers 
into bad habits . )  

User Interaction with the Server 

Ideally, the server shou ld perform its job with no com
ment, and the user should feel no need to th ink about 
the server's performance. Product documentation 
should be min imized , and there should be no printed 
documentation at a l l .  

We designed the  server to make many of the prod 
uct's operational decisions, rather than leave the deci
sions to an admin istrator: 

• The admin istrator cannot control the routing 
process. Messages are sent to the targets defi ned in 
DNS, and no local rules nomi nating other targets 
are su pported . The admin istrator can nomi nate a 
fi rewa l l  but cannot say when to use i t  ( the server 
uses i t  automatical ly, when all the other targets have 
been tound unreachabl e ) .  

• The operational logs are purged a utomatically. The 
administrator can only control how long any 
Jogged event is guaranteed to be stored before 
being purged, a nd this in terval cannot be selected 
on a per-log or per-even t  basis. 

• The server's network connections are sched uled by 
the server itself The administrator can on ly control 

the mm1mum and max i m u m  retry intervals for 
SMTP connection attempts, not the speci fic ti mes 
at which the server tries to com municate . 

• The server determines if an event is relevant to sys
tem security and responds according to its own rules. 
Repeated authentication f3.i.lures result in mai lboxes 
and originating host addresses being locked out tor a 
time; the administrator can manual ly reset the lock
out but cannot control how long it  lasts, nor how 
many fai lures are judged to be an attack. 

Unfortunately, user i n terfaces cannot be avoi ded 
entirely. Therefore the goal must  be to minimize the 
amount of user interaction required witl1 tl1e server and 
to make user interaction easy to perform and as reassur
ing as possib le to the user. We were able to design the 
SMTP/POP3 server to be easy to set up and use, and 
we reduced the user i n teraction with the gateways 
to the minimum.  Gateways are notoriously di fficult to 
set up;  we simplified tl1e process of i nstallation to the 
extent that a central cc:Mail  or MSmail administrator 
can talk an i nexperienced user through the instal lation.  

The SMTP /POP3 server requires an administrator 
to perform only the following tour actions: 

• Load the software to a chosen volume 

• Te l l  the server about the local network configuration 

• Set up mail accounts (mailboxes) for tl1e local users 

• Check that the server is not experiencing problems 

The Alta Vista Mai l  product i mplements these tasks 
through th ree user i n terfaces: the setup ( instal lation) 
proced ure,  a Windows-based ad ministration graphical 
user interface (GUI) ,  and World Wide Web forms. 

Setup Procedu re.  Apart  ti·om load i n g  t he software , 
the setup proced u re has several other fu nctions. lf 
the software has been corru pted , the setu p proce
d u re repa i rs the service by resetting the server's 
entire environ ment to a k nown state. The server's 
account privi leges are reset, a new password is gener
ated,  and the data base d irectories and tiles have their 
fi le protection reset. 

Setup continues by aski ng the m inimum number of 
questions required to ailow the server to work. The 
administrator responds by naming any firewall used , or 
if in d i a l - up mode, nam i n g  the remote mai l  server. 
Final ly, it runs the server's self-test, which is described 
in  more detail later i n  this paper. I t  is i mportant that 
self-test run d u ring setup. If  the system is not working, 
the administrator needs to be told the precise causes of 
the problem im mediately, before he or she can become 
confused by su bsequent symptoms of system fai lu re. 

Windows-based Ad min istration G U I .  The Windows
based admin istration GUI controls the Alta Vista Mail  
server t hrough a simple ,  text- based admin istration 
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protocol over a Transmission Control Protocol/ 
Internet Protocol (TCP /IP )  l ink.  Therefore the GUI 

can control servers elsewhere in the network. 
The GUI has two modes. The default mode is a sim

ple menu with l inks to functions that i nvoke the most 
common administrative tasks: network configuration; 
add ing users and mail ing l is ts; red irecting mail and 
changing passwords; and self- test. This mode, shown 
in Figure 3, is a nonthreatening interface for inexperi
enced administrators; they do not need any other 
information to use the server successfully. This means 
that locJI users with no special ized knowledge can set 
up sma.l l and undemanding sites. 

Administrators of large or busy sites need to usc the 
advanced mode, shown in Figure 4 .  This interface is 
s imilar to the style of the Windows Explorer G U I  and 
gives access to every server and mai lbox control , the 
messages in the server, and i ts operational logs. 

Both modes inc lude an on- l ine he lp  file that gives 
a brief in troduction to the system, reference infor-

marion on al l the vis ible controls, and assistance in 
troubleshooting.  Apart from the equiva lent he lp text 
i n  the vVorld Wide Web forms, th is  i s  the only product 
documentation . 

The self-test i s  one of the most important adminis
tration fu nctions for sites at which mai l is a mission
critical service. The self- test checks that a l l  aspects of 
tbe local machine's environment that are necessary tor 
the server to operate do indeed work; it also checks 
that the server is  responding correctly on a l l  the net
work ports it serves . In  a red undant environ ment, the 
self-rest checks every e lement to make sure partial fJ..i l 
ures are reported. For example, a host generally knows 
of t\vo or more DNS servers, only one of which needs 
to be working for the mail server to run .  Because the 
mai l server wi l l  not see a probl em unti l the last DNS 

server dies, the self-test must report any partial fai l ure. 
The self-test is v ital : a regu l ar check is  tl1e only way to 

be sure rh:n a background server is working. A server 
cannot be guaranteed to inform an administrator of 

� AltaVista Mail administration tasks R. Ef 
Pick an administration task for mrmen. altavista. co. uk 

�························································· · ·· · · ····························� 

�et up the AltaVista M ail server 
:. ......... ................. ...... ...... ..... . ..... ............................ . ... .. ...... . ; 

Create a .!!!ailbox for a user 

Change a mailbox Qassword 

fiedirect a mailbox to another user 

Create a mailing Jist 

I est the AltaVista M ail  server 

.E,xplore the AltaVista M ail server 

Figure 3 
Windows-based Administration G U I ,  Simple Menu 
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@. AltaVista Mail - Exploring mrmen.allavista.co.uk I!I�EJ 
� erver I dil �iew I ools !::! elp 

-� Server · mrmen.allavisla.co.uk 

l+ .!.1 D a mains 

El lit Logs 

tit AdminislralionOperalions 

Conligu alion I 
Clienl lype 

!undefined 

Status I Oienl·specific I 
M ailbOlC is a jinal destination p 

:::1 MailbOlC J!assword .. I tit EIIOIS 
Usernames delivered lo this mailbox lit I mapO per alions I lit M essageO per alions 

Username Redirecl lhis usern�� 
Mailbox memJlers . . .  

tit Pop30 peralions 
Administrator 
Postmaster Adminislr at ion privileges 

tit Security fOOl P A9minislrate 
lit SrnlpOperalions SYST E M  r MQOitor - £9 M ailboxes r Read a!l mail 
B Oeadlellers 8dd . .  I Modify ... r9 G atet/>Jays I B.emove I r Y{rile to logs 

t9 Mailing lists R§direcl remaining usernames lo 

" liffltmM! 
B Tests 

IN ick. S hiprnan@allavisla. co.uk 
+ 

AfJer redirection or lisl expansion return reports lo 
+ i9 Users 

I 

Message idenl�ier 

Figure 4 
Windows-based Ad ministration GUI,  Advanced Mode 

problems because the problems may affect the notifi
cation path used. The Alta Vista Mail self-test aJiows an 
administrator to perform the necessary check with a 
single "button cl ick." The self-test also runs as part of 
a regu lar cleanup procedure .  Errors are reported to 
the server's error log, so a less active administrator can 
monitor the system by reading this log every few days. 

World Wide Web Forms. The World Wide Web 
(W'NW) forms interface is provided by a bui lt- in 
Hypertext Transfer Protocol ( HTTP) server. This 
interface ofters the same facilities as the Windows 
administration GUI.  Because a Windows Explorer
style GUI is more difficult to present using a Web 
browser, we implemented the "power user" options 
on the top- level task menu of the WWVV form. These 
options make the initial i nterface somewhat intimidat
ing, because they include controls whose functjon may 
not be u nderstood by an inexperienced administrator. 
The fami liar controls, however, are grouped together. 
The Web GUT is shown in Figure 5 .  

I Last modified lime I 

I I 

Several details help make the three user interfaces 
approachable and nonthreatening. 

When the software req uires the user to answer a 
series of questions, it presents a dialogue box chajn 
(sometjmes known as a "wizard'' ) .  Used properly, this 
technique allows the user to concentrate on one thing 
at a time,  with all rustracting material rudden. 

Every question in a diaJogue box cbajn gives an 
explanation of what information is  needed, any suitable 
defaults or examples, a suggestion of whom to contact 
to find the answer, and a safe way to abort the process. 
If the user knows the answer, he or she will be able to 
recognize it in the example. Users who do not know 
the ans>ver wiiJ not be intimidated by the wording. 

The logic works in terms the user understands, not 
in terms of the software's operation . The gateways, for 
example, contain a question that the software does not 
use other than to make the text of the succeeding dia
logues relate to the user's environment. 

Some controls can easi ly be invoked in error but 
cannot be redefined to make the error less l ikely. In  
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[l AltaVista Mail Administration - Microsoft Internet Explorer l!lliJEJ 
Eile fdit Y:iew §.o Fgvorites !::!elp 

Address http://mrrnen. altavista. co. uk· 1 656/ avrnail/rnodse • Q c 

"'c\lta \:'ista l\Iail �4.dtninistration 
Explore the server 

F igure 5 

I (· .b ,) erver attn utes 

Firewall host 

Mail server host 

Alias es 

Maximum message hops 

Jviessage exptry interval 

Log event exptry interval 

Configuration poll interval 

Work poll ir1terval 

Cleanup interval 

Sender mirwnum retry interval 

Sender maximum retry intervzJ 

Modify these attributes 

Done 

WWW Forms Ad ministration GUI 

L 
132 
11 72800 

ls G�OO 
I Go 

15 
13600 

11 20 

17200 

these cases, the resulting d ia logue box con fi rms the 
control 's fi.mction and offers the opportunity to try 
again .  For example,  it i s  easy to hit  the add-username
to-mai lbox control instead of the add-mai lbox con
trol ,  and this con fi.tsion cannot easi ly be el iminated 
with a revised ddin i tion . The add-username dia logue 
therefore warns that it does not add <1 m<t i lbox but  
offers a route to the diaJogue that docs. 

The mechanical operation of all controls is smooth . 
Appropriate default functions are always active; for 
exam ple, when an input field is empty, the default  
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j 
_r 

hops 

s e c onds 

sec onds 

se conds 

sec onds 

seconds 

se conds 

sec onds 

Reset these attributes 

function might be "Next" or "Skip"; but the moment 
any text is entered , the dctault  fu nction changes to 
"Add" (or whatever normal ly happens to the input 
text) .  This helps the user ignore the interface and con
centrate on the meaning. 

Performance 

In a mai l  server product, performance, measured as 
the nu mber of messages processed per unit time , is 
usual ly a major concern.  In previous products 
designed by MIG, performa nce was among the hand-



fu l of top-priority goals, and from these we had 
learned a great deal about designing for the h ighest 
possible performance. We had also learned that the 
single-minded pursuit  of performance is expensive, 
disruptive to implementation,  and prone to error. 

This experience yielded a set of informal rules tor 
cost-effective design regarding application perfor
mance. These ru les proved to be etkctive during the 
development of the AltaVista Mail product set. 
( Remember, these rules relate to the performance of 
typical applications: they would not apply to writing an 
operating system or other low-level code . )  

l .  Estimate the  minimum disk ljO that the  product 
operations wil l requi re, but treat this value only as a 
sanity check against gross waste of resources. Do 
not insist that th is  minimum be achieved . 

2 .  Avoid checking special cases i n  a task's i nput data to 
avoid process ing steps. Such optimiza tions are very 
l ikely to cause maimenance errors to go unnoticed 
and greatly increase the cost of the system test. 

3. Never optimize tasks that consume on ly CPU time; 
examine only those algorithms suspected of being 
high-order consumers .  I t  is a lmost never worth 
optimizing error cases. 

4 .  Do not use compl icated buffer management 
schemes to avoid copying data. Complicated code 
is prone to maintenance errors, and performance 
wil l  not be helped m uch .  M odern computers are 
very good at copying buffers of data but relatively 
slow at executing the complex branch logic that 
might be required to avoid copying data. 

5. Take advantage of the high-performance system 
routines in modern operating systems. Do not 
build a memory allocator or a disk cache: the oper
ating system developer h as already spent t:u more 
on performance than an application developer can 
afford to spend.  ( Even i f  the operating system rou
tines do not pert(xm wel l , the  problem wi ll be com
mon to al l  appl ications that use the platform . )  
Spend time solving the customer's problem, not 
repeating operating system development. 

6 .  Use the operating system disk cache. It can be 
worthwhile to read even quite large amounts of file 
data in multiple passes i f  that wi l l  simplif)' program 
logic :  the data will normal ly stay in memory tor a 
subsequent pass. I f  the data h as been flushed from 
the cache tor the next pass, then the system had a 
better use for the memory, and any attempt to 
avoid mu ltiple passes by remembering substantial 
state will degrade performance, nor improve i t .  

7 .  Never offer an asynchronous application program
mer interface (API) ,  and avoid us ing asynchronous 
modes of otherwise synchronous services, even if  
that technique is presented as  the  way to obtain 
good performance. When more than a tiny region 

of code is directly affected by asynchronous events, it 
becomes difficult to be convinced that the code 
works. In addition, the code is unlikely to keep work
ing as it is maintained. Synchronous metllods-mulri
threading with thread-synchronous calls, pol l ing, 
and timeours-wil l normally yield perfectly adequate 
performance; they need only be avoided for very 
low-level code such as GUI window procedures. 

8. Where latency req uirements permit, pol l ing for 
new work or configuration changes can be a better 
solution than an active notification path. Pol l ing is 
easy to implement and robust. There is no need to 
ensure that an idle program is completely i nactive: 
since modern operatin g  systems page rather than 
swap, minor CPU attention every few seconds 
imposes no noticeable performance penalty. 

Our approach to performance-and i ts nearly com
plete subord ination to simplicity-can be seen in sev
eral aspects of AltaVista Mai l 's  operation .  

The server's function is to switch messages, so i ts 
database is a set of messages organized by target. Each 
message is held as a single text fi le; the text consists of 
the SMTP commands that wou ld introduce each mes
sage to the server. 

A message fi le is held in a d irectory that denotes irs 
target, whether that target is a remote domain, a local 
m ai lbox , or a thread of the SMTP server itself When 
the router decides on the target, i t  copies the message 
to i ts target d irectory and deletes the origi na l .  When a 
message spl i ts to mul tiple targets, no attempt is made 
to share the common message data. 

Al though we could have designed a tar more effi
cient way of representing the message database and 
splitting the message data as i t  flows through the server, 
our experience with previous products suggested tl1at i t  
was not necessary. Because the storage system we  chose 
was a simple one, we could afford to throw it away if it 
d id not work under load . Happily, it did work, and we 
gained a highly robust storage system with excellent 
performance tor a trivial investment. 

When a message is passed from one thread of the 
SMTP server to another, i t  is lett in  the target thread's 
input d i rectory. There is no notification path; the tar
get thread discovers the message by pol l ing .  

To make the source code as comprehensible as pos
sible, the server uses extremely simple protocol 
parsers. The source code is organized in terms of a 
p rogrammer's understanding of the protocol,  not 
some abstraction that might be more efficient. The 
parsers scan the i nput data as many times as is conve
nient to extract the data they need at each leve l .  The 
resu l t  is secure and rel iable protocol machines that are 
easy to verifY and mod ifY when necessary. 

Despite the apparent l ack of care for conventional 
performance concerns, extreme workloads must be 
supported . Al l the server's components must support 
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huge numbers of messages, messages of h uge size , 
messages with huge recipient l ists, and messages bound 
for h uge numbers of targets. l deal ly, the system shou ld 
impose no l imits below those imposed by the u nderly
ing machines. An extreme workload should cause no 
problems or su bstantial ly reduce the work rate. 

The POP3 server has to be able to suppor t  tens of 
thousands of messages in a mail box . On connecting, 
most POP3 cl ients ask for a mai lbox listi ng, which 
i nvolves cou nting the size of each message i n  the mai l 
box . I f  thousands of messages arc present, this can tJke 
so long thJt the cl ient disconnects, believing the server 
h as fai led . S u bseq uent reconncctions see exactly the 
same problem, a nd no mai l  flows. To avoid this prob
lem, the server returns a partial l isti ng to the cl ient if it 
bel ieves the fu l l  l isti ng is ta ki ng too long. When the 
full  l isti ng is fi nished, i t  is written to disk to be 
returned to the cl ient the next time it connects. 

SMTP rules state that servers must su pport at least 
1 00 recipients per message, and that ideal ly there 
should be no l imit .  Our existi ng customer base expects 
no l imit. Arbitrarily large recipicm l ists can be a l lo
cated in virtual  memory s imply by configu ring a page 
ti le of sufficient size. However, very large l ists then 
impose a severe and highly variable load on the system . 
To keep the system load within reasonable bounds, we 
p laced an upper bou nd on the  amount of virtual mem
ory c la imed . The server l imi ts the number of spli ts a 
single message can mal<e whi le bei ng routed.  (A block 
of virtual memory is requ ired tor each split, not for 
each recipient; however, in the worst case, each recipi
ent requires its own spl it . ) Once a message's recipient 
list has split to more than 64 targets, su bsequent recip
ients are moved to a new copy of the message that wi l l  
be routed separately, regardless of whether the recipi
ents could have been served by <1 n existing split .  

Error Handling and Error Reporting 

The server has to work rel iably, even i n  the fKe of 
errors i n  the lool environ ment. Experience suggests 
that code containing many error paths does not work. 
I f  a function can fai l  for any of several i ndividual ly 
identified reasons, and the cal l ing code has to handle 
each reason separately, sooner or later some of those 
error paths wi l l  be incorrect.  C hecking that each path 
conti n ues to work as development and mai ntenance 
conti nues makes the system test very expensive; fu r
thermore, it  is d i fficult to cause every possible error to 
arise when testing.  

To ensure its re liabil ity, the server uses the tol lowing 
implementation ru le :  any fu nction is allowed to tai l ,  
b u t  its cal l ing code i s  n o t  a l lowed t o  d isti nguish 
between the various reasons for fai lure.  Indeed, it  can
not make a distinction, because only one fai lu re return 
code is defi ned . Fu nctions were reworked as necessary, 
so the rule cou ld be observed . 
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(A related observation is  that the code wil l  be more 
rel iab le when onJy one kind of success outcome is 
al lowed . We found this to be true to some extent:  it is 
equiva lent to saying that a li near, nonconditional fl ow 
of control is more rel iable than a highly conditional 
one. However, as long as every success outcome does 
occur during the product's normal operation, the code 
that hand les it wil l probably conti nue to work, and the 
system test wil l  have reason to check that it does . )  

T h e  server also h a s  t o  report a n y  errors i t  e ncou n 
ters: i t  m ust s a y  which server operation cou l d  n o t  be 
performed, precisely what system condition caused it 
to fai l ,  and what to do about the problem.  This appar
e ntly cont1icting req uirement is handled with a second 
ru le :  error handling m ust be com pletely separated 
from error reporting. 

Error reporting works with the structure of the 
server. The server's flow of con trol and breakdown 
into threads were designed specitically to su pport pre
cise error reporti ng.  Each thread h as a wel l -defined 
purpose that can, if necessary, be explained to the 
administrator, or at least named i n  a d iagnostic report 
without causing confusion . Because a thread is fi.d ly i n  
charge of its tas k,  it  is a b l e  to report t h e  significance o f  
any fai lures it  encou nters t o  the admin.istTator. 

A routine uses a si mple stack- based error-posti ng 
module  to report an encountered error. The report 
i ncl udes a description of the tailed operation, the oper
ation's parameters, and other hcl pfi.d information such 
as the name a nd return status of any fai l ed system cal l .  
T h e  routine then retu rns the standard error status 
code .  Its cal ler sees that this rou ti ne h as f:1i led and gen
erates a report, logging the fai l ure and adding any rel
evant parameters it holds.  The ca l ler  then rel eases any 
resources associated with the tai led request and 
returns the standard error status cod e .  Evenru al lv  a 
high - l evel routi ne handles the f:1i l u re ,  typical ly by log
gin g  the stack of error reports and conti nuing with its 
next item of work. 

O ur approach to error hand l ing and reporting 
yie l de d  extremely good resu lts,  but it  had two serious 
impl ications. First, we could not i mport any source 
code from existing systems:  a l l  the code in the server 
had to use the error handl ing and reporting methods 
just d escribed . Often, we cou l d  not use an estab
l is hed API defi nition for common functions. Second, 
the product  and each of i ts componen ts needs b u i l t 
i n  knowledge of its fu nction as  perceived by the user, 
so it can report the true status of any problem and 
ideal ly  give su ggestions for fi x i ng the probl e m .  I t  
needs to report the i mp l ications o f  the problem,  not 
merely the facts of the pro b l e m .  For these reasons, 
we could not usc the powerfu l  UNIX-style ap proach 
of b u i ld ing complex syste ms out of smal l ,  genera l 
pu rpose tools .  



Additional Necessary Features 

In general , we tried to avoid adding featu res and keep 
in mind the server's one basic function :  to move mes
sages from p lace to p l ace with minimal user interven
tion . When forced to add a feature, we aimed to keep 
it  as s imple and inexpensive to i mplement as possible,  
yet  ensure that the feature offered the greatest real 
value .  Obviously, this involved a trade-off, but it was 
usually clear how far to go. 

The server needed a log su bsystem to report important 
events, for example, errors encou ntered and suspected 
security violations (attempts to break into the server). To 
gain the maximum benefit from the log subsystem, we 
also used i t  to report the normal activities of the server 
in sufficient depth to perform a complete analysis of its 
work. This allows the logs to be used for load monitoting, 
performance analysis, message tracing, and bi l l ing and 
accounting. Enough information is logged to identify 
exactly what has happened to each message submitted to 
the server. Header information allows the originator and 
the recipients to be identified, and checksums for enve
lope and content al low duplicate messages to be detected. 
Duplicate detection is usefu l as a diagnostic aid and to 
avoid bi l l ing mu ltiple times for a single message. 

The POP3 protocol does not report a message's 
actual recipients ( as opposed to the To: and Cc: fields ,  
which may not be complete or even related to the real 
recipients ) .  It therefore cannot be used as a way of 
delivering messages to gateways: i t  is  only suitable for 
final delivery to recipients. For this reason, the addi
tion of a proprietary i n terface could not be avoided.  
We chose to implement an API because i t  offers the 
simplest possible interface to the message d ata: 
sequential access to the return path, the recipients, the 
header fields, and the l i nes of content data. At the 
same time, it provides routines that encapsulate m uch 
of the compl icated and error-prone logic that gate
ways often need . 

For example, the API allows a gateway that is fetch
i ng a message to h a n dle each recipient i ndividually: it 
can accept, nondel iver, redirect, expand , or send for 
retry each of the recipients it sees. The gateway auto
maticaLly generates any required new messages, includ
ing nondelivery reports, messages containing those 
recipients sent for retry, and messages with new recipi
ents added by redirection or mailing list expansion. 

The use of an API a lso guarantees that a gateway's 
operation is fu l ly Jogged. When message-IDs and orig
i nator and recipient addresses are translated between 
SMTP and the foreign representation, the correspon
dence is  logged . Messages can then be traced, even 
across gateway boundaries. 

In addition to these features, we extended the ser
vices of the bui l t-in HTTP server, which offers the 
administration Web pages. With a combi n ation of 
server-parsed hypertext mark-up language ( HTML) 

and a low-level attribute handling system to read and 
write server data, a customer can change both the 
appearance and the function of the Web pages, simply 
by editing HTML files. 

Experience with the Product 

The AltaVista Mail product set has achieved its design 
goals and has validated the implementation rules we 
imposed on it .  It has been inexpensive to develop, sup
port, and maintai n ;  is a well -behaved and effective 
solution; offers excel lent performance; and has yielded 
very few bugs. 

Its major deficiency is that AltaVista Mai l ,  by i tself, 
does not form a complete solution . Despite our efforts 
to ensure that it can be run by inexperienced adminis
trators, it relies on complex external technologies. 
Dial -up networki ng, I nternet Protocol address assign
ment, and the other aspects of the interface to the 
Internet service provider present problems that are 
not easy to deal with . 

Our major problem is the configu ration of M.X 
( routing information ) records in DNS. Although the 
product reports misconfiguration accurately, users cal l 
us to find out what to do about i t .  Better integration 
with DNS wou ld su bstantially redu ce our support 
load. 

Overa l l ,  we tried to keep t.he nu mber of controls to 
the mini m u m .  In retrospect, we did build in  a few that 
perhaps should not have been provided. For example,  
the administrator has complete control over the SMTP 
timeouts. Although this is required by the relevant 
RFC documents, we should have had the confidence 
to pick values that worked everywhere rather than pro
vide the controL 

On the other hand, providing more control in cer
tain areas would have expanded the range of cus
tomers who cou l d  use the prod uct. For example, some 
low-end customers need to control the schedule on 
which SMTP connections and DNS requests are made, 
and the dial-up facilities we provide are too crude to 
do this .  

Conclusions 

This section reviews the organizational , design , and 
i mplementation rules we found most helpfl1l in bui ld
ing the initial Alta Vista Mail products. These ideas are 
the ones we recommend to engineers who are starting 
a new area of work. 

Running a Development Project 

I f  possible, develop a new appli cation as a product
qual i ty prototype, not as the i mplementation of an 
archi tecture. A prototype can be brought to market 
quickly and inexpensively and will generate helpfu l  
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feedback from customers. I t  is m uch more difficu l t  to 
make sure an abstract architecture is not expensively 
addressing problems that do not n eed to be solved . 

Do not develop prototypes that are not prod uct
qual ity. A body of unshippable code that has been 
bui l t  as a proof of concept does not demonstrate the 
practica l i ty of building a product .  Take shortcuts, bur 
not in any area that affects the application's fitness tor 
use or mainta inabi l ity. I f  the outcome is a shippable 
prototype, the choice can then be made whether to 
ship it or not. 

Accept req u i rements input  from a nyone who wi l l  
express a n  opinion but grant  veto power on ly  to 
those who are funding the project. Do not let a 
search tor consensus s low the appl ication's entry i nto 
the market but  be very clear about why the app l ica
tion is the right th ing, keep track of the risks, and be 
ready to respond to changes in the market .  Do not 
use the beta test ( open field test) merely to check if  
the prod uct works ; use i t  to decide whether the 
product  needs changes .  A change of mind at the l ast 
minute is not a fai lure .  

Underfund software development. Al low enough 
time to produce the core of the solution and no more. 
This helps developers in rwo ways: they concentrate on 
what real ly matters, so they keep looking tor the most 
drective ways to solve the largest possible parts of the 
problem, and they do not start "knitting." Developers 
enjoy developing; given adeq uate time, they wi l l  
increase the functional ity of the p rod uct. This  wil l 
reduce the product's qua l i ty, not increase i t .  G iven 
extra resources, it is un l ike ly  that those funding devel 
opment wou ld choose the extra functionality a deve l 
oper wou ld like to bui ld .  

Defining a Product 

Technical issues are never the most important consid
erations in  defin ing a product.  The most important 
thing to analyze is the customer profile .  Instead of 
bui lding a product, the goal should be solving prob
lems for the customer. The more accurate ly  the cus
tomer's problems can be characterized , the more 
effectivel y  the product wi l l  solve them. 

At the beginning, assume that the prod uct wi l l  be 
so ld at a very low price. Think through the impl ica
tions; they wi l l  i nd icate the n ature of an  acceptable 
product. Then, i f  the price is higher, add the extra fea
tures that the increased price wi l l  requ ire. 

Assume that the product wil l be supported di rectly 
from the engineering group .  I magine what would be 
necessary to support the product and define require
ments to impose on the product that wi l l  min imize the 
cost of providing support. Then, if the product is sup
ported elsewhere, add the extra teatures that the exter
na l  support structure wi l l  require.  
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Design and Implementation 

Only a l imited number of clever and d ifficu l t  compo
nents can be designed and bu i l t  into the product. 
Make sure they are the ones that will make the most 
difference, and make sure each difti.cu l t  part is as smal l  
<lS i t  can be by encapsulating it in  a simple interface. 
Outside the most critical areas, use the simplest designs 
possible .  Do not simplif)' to spend less time on design : 
s impl it-)1 to improve the quality of the product and to 
red uce the cost of i mp lementation and lll<l intenance . 

Early in the project, determine the performance 
goals for the prod uct. Choose a small number of areas 
in which to be careful and ru th lessly simpl ifY the rest. 
O nce learned, design for performance is a sl<i l l  that i s  
d ifficult to  keep under  control . However, t ime spent 
on performance is an i nvestment, and a de l i berate 
choice of investments is needed.  
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DIGITAL Personal 
Workstations: The Design 
of High-performance, 
Low-cost Alpha Systems 

The new DIGITAL Personal  Workstations 

for Windows NT (a-series) and DIGITAL UNIX 

(au-series) incorporate a 21 1 64 Alpha micro

processor, a highly integrated core logic inter

face, synchronous main memory and cache, 

and commodity PC parts. The traditional core 

logic chip set has been designed as a single-chip 

ASIC. The high-performance uniprocessor work

station includes a low-cost interrupt scheme, 

tight timing control of clocks for maximal per

formance, and a flash ROM interface. 

I 
Kenneth M. Weiss 
Kenneth A. House 

In  1 995,  DIGITAL began development of a low-cost 
system implementation of the 2 1 1 64 microprocessor, 
incorporating emerging memory technologies to 
improve system performance. This paper discusses the 
major architectural and design fean1res of the DIGITAL 
Personal Workstation a-series and au-series, low-cost, 
high-performance systems powered by the 2 1 1 64 
Alpha microprocessor. It focuses on some of the 
unusual design features incorporated into the new core 
logic chip, the 2 1 1 74 application -specific integrated cir
cuit (ASIC) .  The paper also addresses a novel clock dis
u·ibution strategy with feedback for skew reduction, a 
]ow-cost interrupt scheme, and a capabi l ity to boot 
directly from reprogrammable fl ash read-only memory 
( tlash ROM) .  

The original project was to bui ld a platform for the 
DIGITAL Personal Workstation running the Microsoft 
Windows NT operating system. This system is desig
nated as the a-series (e .g . ,  433a, 500a, 600a, etc . ) .  Soon 
alter shipping this product, the same hardware compo
nents were qualified and shipped with the DIGITAL 
UNIX operati ng system as the au -series (e .g., 433au, 
SOOau, 600au, etc . ) .  

Motivation 

For years, main memory technology has been based 
on fast-page-mode dynamic random-access memory 
( D RAM) .  In the personal computer ( PC )  market, 
fast-page DRA1\11s were soldered onto single in- l ine 
memory modules (SIMMs) .  Although the access times 
of these memories have been decreasing ( i . e . ,  80 
nanoseconds [ ns ] -+ 70 ns -+ 60 ns), improvements in 
CPU technology and core logic chip sets have evolved 
more rapidly. In 1 995 ,  the PC market began to move 
to extended data out ( EDO) memories, which were 
roughly twice as fast as the fast-page memories, and 
burst EDO was on the horizon. Several D RAl\11 ven
dors began to talk about new synchronous D RAMs 
(SDRA1\11s) ,  which provided even greater performance 
and the promise of reaching commodity price levels 
by 1 997.  

Digital Technical journ:1l  Vol .  9 No. 2 1 997 45 



46 

Red uced instruction-set computers ( RISC) in gen
eral , and Alpha machines in particular, require faster 
memories. Alpha crus run much faster than the lead 
ing complex instruction-set computer (CISC) (e .g . ,  
Intel  x86)  processors and need a faster path to memory 
to keep pace \V.ith rl1e demands tor instructions and 
data . DIGITAL and orl1er Alpha system developers have 
been satis�1ing this need with wider memory buses; for 
inst<mce, the AlphaStation 500 and AlphaStation 600 
series systems have a 256-bit memory b us, fOur times 
wider than rJ1e typical 64- bit bus on leading-edge PCs. 
Also, the larger external caches on DIG ITAL's systems 
reduce the memory bandwidth requirements by keep
ing fTequcnrJy used data local tO rJ1e prOCeSSOr. 

This advantage, however, was shrinking tor two rea
sons: faster memories were being introd uced for l'Cs, 
and low-cost systems with 256-bit memory buses and 
la rge external caches are difficult <1 Ild expensive to 
bui l d . It  became clear that a new system design was 
required,  one that could take advantage of t he new 
memory technologies and one that could be imple
mented at  a lower cost. This, in  tu rn, would require 
the design of new core logic that wou ld fu nction as the 
CPU- to-memory intcrt�Ke. 

Although the system design was planned to take 
advantage of higher-performance memory technologies, 
the primary emphasis was placed on lowering system 
cost. The design team had a multipronged approach to 
meeting this goal . In add ition to fol lowing the estab
lished Design for Manuracturi..ng techniques and select
ing low-cost components, we focused on creating a 
highly integrated, low-cost core logic ASIC. 
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Design Overview 

I n  traditional system -level designs, the memory data 
b us goes through the core l ogic chip set . ' · '  This 
approach isolates the CPU side of the data bus from 
the large electrical load of the memory chips and inter
connect, thereby al lowi ng the CPU to access its cache 
more quickl y  on the l ightly .loaded bus. This approach 
a lso gives the chip set access to the memory data for 
transtCrs to and rrom the l/0 bus, whi le  at the same 
time a l lowing rl1e C P U  co ncurrent access to the cach e .  
Final ly, this design al lovvs t h e  memory and CPU buses 
to be different widths, wit h  the core logic chip set 
fu nctioning as a multiplexer/ demu ltiplexer between 
the two different buses. 

However, there are disadvantages to this sche me. 
For example, each data l ine requires two pins in the 
chip set (and more, fo r the extra power and ground 
lines), sign i ficantly increasing the si ze and cost of the 
chip set. Also, memory latency is increased by the 
additional t ime needed to get d ata through the chip 
set to the CPU, which h urts performance. 

In our design, the memory-to-CPU d �1ta bus goes 
by the core logic chip rather than through i t .  The data 
bus attaches to only one pin per bit. Figure 1 shows a 

si mple block diagram of the system .  To isolate the 
CPU and the backup cache (B -cache)  fi·om the mem
ory bus, we used a separate bank of QuickSwitch bus 
separators. These bus separators are large complemen
tary metal -oxide sem iconductor (CMOS) pass transis
tors, which appear as either short circui ts or open 
circu its, depen ding on the state of their enable p i n .  
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In  the open mode, they al low the CPU to access i ts 
B-cache in isolation . When closed, memory data trav
els through the bus separator with a smal l  ( 2 50 pico
seconds [ ps] through 5 ohms)  propagation de lay, 
thus avoid ing the latency /performance penalty of 
going through the chip set . 

I ncorporating high-volume commodity parts i nto a 
design is Jess expensive than adding extra pins to a rel
atively low-volume, high-pin-count ASIC .  The small 
size of the bus separators a l lows them to be placed 
c loser to the CPU and cache for a shorter, quicker 
CPU interrace. Final ly, a low-end cache less configura
tion can be bui lt without them. 

Another feature of our CPU-to-memory interf:1ce 
is that the "chip set" is a single chip.  Although the 
original design cal led for three chips, new packaging 
technologies were making larger pin - count devices 
more affordable and manufacturable.' We compared 
various im plementations from several ASI C  vendors 
and eventual ly chose a single-chip implementation.  
(The Technology Choices section i n  this paper dis
cusses the derai ls . ) 

Final ly, making the B -cache optional is a new feature 
for Alpha workstations. Recent Alpha workstations 
have been hampered by the relatively slow, fast-page
mode main memory coupled to an increasi ngly high
speed processor. With this imbalance, a l arge external 
B-cache has been essential to speed up CPU accesses by 
red ucing average memory latency and memory band
width requirements. 

We investigated an internal research project in which 
very fast memory systems were coupled to the 2 1 1 64 
CPU. A.n experimental cacheless machine used a 5 1 2-
bit-wide (fast-page mode), low-latency memory system 
and performed very weU on many memory-intensive 
benchmarks. This work helped inspire the cacheless con
cept for the 2 1 1 64 CPU; however, the performance of 
the experimental system was relatively mediocre on some 
benchmarks (cache intensive ),  which led us to conclude 
we needed to offer an optional B-cache as wel l .  

Technology Choices 

As mentioned previously, system development was 
concurrent. with some significant changes to main 
memory technology. Our main issue was determining 
which of the new technologies-EDO, burst- EDO, 
synchronous, or Rambus-would be the next stan
dard i n  the com modity PC business. This was a key 
decision : a wrong choice could lead to proh ibitively 
expensive memory, effectively making the system a 
high-cost platform . 

Our first ana lysis pointed to burst-EDO, since it was 
the most compatible with the existing fast- page mem
ories. Several months into the design, however, many 
of the key memory vendors abandoned burst-EDO in  
favor ofSDRAM .. \Nith help and advice from memory 

component engi neers within DIGITAL, we switched 
over to synchronous memory. (This was a fortuitous 
decision, s ince commodity PC platforms are now mov
ing to SDRAM, assuring its place as the next high
volume memory technology. ) 

From our first look at memory bandwidth with the 
new SDRAM, we real ized that designing a B-cache to 
keep pace with it  would be difficult. The system's 
memory, running at  66 megahertz (MHz), would have 
more bandwidth than any other Alpha workstation's 
B-cache. In fact, it was difficult to design a B-cache that 
was not the limiting factor in memory bandwidtl1 . 
From tl1e cache technologies supported by the 2 1 1 64, 
we selected synchronous How-through static R.Ai\11 
cache parts. Although this choice was expensive, an 
external cache that significantly i ncreased performance 
was imperative for our product. 

Our next major decision was choosing our ASIC  
technology and  package . After evaluating quotes for 
different chip configurations from several vendors, we 
selected the s ingle-chip implementation in a 474-pin 
ceramic bal l -grid array package (BGA) offered by 
International Business M achi nes Corporation ( IBM) .  
The package measures only l . O by  1 .25  inches and 
uses flip -chip technology, in which the die is bonded 
directly to the ceramic package without lead wires .  
The ceramic carrier i s  a seven- layer design that con
nects the die pads to a 50-mi l  ( . 05 0-inch)  B GA for 
assembly onto the printed circuit board . Contrary to 
our initial concern, the package was not too difficult to 
route on the pri n ted circuit board . In addition to its 
small size and reasonable price, the package offered 
.low inductance (short ) power, grou nd, and signal 
connections, which provided for good signal integrity. 
Figure 2 shows a photograph of the ASIC package. 

Most of the other technology choices we faced do 
not warrant specific mention, except tor the system 
enclosure. Since our system was destined to become a 

F igure 2 
Core Logic ASI C  Package 
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DIGITAL Personal Workstation, it had to be highly com
patible with DIGITAL's leading-edge Intel processor
based workstation ( i-series ) .  The use of common 
components makes i t  easier tor development, manufac
turing, d istribution, and service. As a result, we had to 
fit our system i nto an existing DIGITAL PC enclosure, 
use the same power su pply, have similar option config
urations, and so forth . This constraint had both good 
and bad ramifications, which we discuss i n  a later sec
tion, Logic Partitioning and Enclosure. 

System Clocks 

I n  Zen aml the A rt of /VIolorcyc/e Ma/11/enance, 
Robert M. Pirsig argues that one can look at a com
p lex  system from many different  viewpoints . ;  I n  that 
spirit, the logic/system design is i l l u minated by i ts 
clocking detai ls .  We wil l touch on the major points 
of interest in r.his section.  

Clocking Overview 

The main memory system W<lS designed to run as high 
as 66.6 M Hz, synchronous to the 2 1 1 64 CPU. The 
main clock source is the CPU's internal reference 
clock, which runs at the fu l l  CPU speed.  The 2 1 1 64 
CPU provides a programmable, d ivided clock for the 
system interface, called SysCLK. At power-on, the 
divide ratio is determined based on module- level 
inputs ( through the interrupt request [ IRQ] l ines) and 
is set so that the system cl ock runs as fast as possi ble, 
up to 66.6 MHz. 

For example, a 600-MHz CPU wou ld have its 
divide ratio set to n ine, yie lding a 66.6-MHz SysCLK, 
whereas a 500-MHz system wou ld set the ratio to 
eight for a 62 . 5 - MHz system clock. A programmable, 
delayed version ofSysCLK, SysCLK_2, also is available 
from the 2 1 1 64 CPU and is  used as the main clock 
source in the 2 1 1 74 core logic ASIC. I n  the system, 
SysCLK_2 is delayed nearly a fi.d l c lock cycle, so that by 
the time it reac hes the core logic ASIC, it arrives 
roughly coincident to SysCLK. 

Clock Divisors and Clock Domains 

Figure 3 shows a simp l i fied block diagram of the 
logic/system clock system.  Once it enters tbe core 
logic ASIC, SysCLK_2 makes irs way to the input of 
a phase locked loop ( PLL) by means of a mu ltiplexer 
( MUX) . SysCLK_2 passes straight through the MUX, 
which is a power management teaturc and i s  not cu r
rently used . The output of the PLL goes i nto two pro
grammable d ivisors, one to generate CLK, the main 
c lock for the core logic ASIC, and the other to gener
ate PCLK, the Peripheral Component Interconnect 
( PCI) bus logic interface to the core logic ASIC. Since 
CLK is the feedback source to the PLL, Sys_CLK and 
CLK arc always at the same frequency. 
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The external PCI bus is specified to run as high as 
3 3 . 3  MHz, a l imit required for successn1l operation of 
industry-standard I/0 option cards .  The core logic 
ASIC runs i ts PCI i nterface at PCI speeds and thus 
needs a separate 33 .3 -MHz PCI c lock. S ince SysCLK 
is running at 66.6 MHz, w e  can simply  divide i t  by t\VO 
to arrive at a nominal 33 . 3 -MHz PCLK. 

In addition ,  the core logic ASIC has a clocking sys
tem capable of running these clock domains at many 
different ratios. It a l lows for oper<Hion faster than 
66 .6 M Hz and includes d ivide ratios to generate PCI 
clocks that do not exceed 33.3 MHz.  For example,  
one interesti ng ti·eq uency tor the core logic ASI C  is 
83 . 3  M Hz.  With t he CLK d ivisor set at t\vo ( N  = 2 in 
the drawing), the output of the PLL wi l l  be running at  
1 66.6 MHz. With the PCLK divider at five (P = 5 ) ,  the 
resultant PCf  clock rate becomes 33 .3  MHz.  The 
dividers are c locked by both a positive PLL c lock �md 
an  in,·erted PLL clock, a l lowing for sym metry in the 
output c locks for odd divisors . 

Any significant drift  or skew in rbe two major clock
ing domains, CLK and PCLK, woul d  resu l t  i n  timing 
problems ( mostly hold time) as signals cross from one 
domain i nto the other. Therefore, these clock domains 
had to be in nearly perfect al ignment.  To achieve this, 
we ensured that the clock d istribution trees had rightly 
control led delays, that rhe core of the c lock dividers 
was imp lemented structura l ly (at the gate l evel ) ,  and 
that a l l  associated logic was balanced in tbe l ayout. 
Then we did a complete timing analysis to ensure 
proper operation.  

So, why bother with all this> An odd frequency mix 
such as this one is often achieved with asvnchronous 
boundaries and often with much pain .  Asynchronous 
interfaces are d ifficul t  to design and to verifY. 
Furthermore, the transitions across these boundaries 
can often be s low and add data l atency. The 2 1 1 74 
core logic ASIC design a l lows tor flexible operation 
frequencies, whi le maintaining a synchronous design . 

The 2 1 1 7 4 ASIC was designed to accommodate 
several d i fkrent frequency combinations, and the 
internal data and control signa ls that cross the CLK to 
PCLK boundary were implemented accord ingly. As 
the design progressed, however, we found it was too 
difficu lt to run the external memory and B-cache sub
systems faster than 66.6 M Hz, given the current tech
nologies. As an unfortu nate result, these features have 
not yet been used . 

SDRAM Clock Generation 

As shown in Figure 3 ,  the memory/DRAM clocks are 
generated from the 2 1 1 74 ASIC.  Normal ly, l arge 
ASICs-such as this one-have relatively slow IjO 
ce l ls and sign ificant de lay variation from chip to chip .  
This typica l ly makes large ASICs a poor choice for dr i 
v ing critical clocks (such as the memory clocks ) in 
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high -speed system design , because right timing control 
of clocks is a key factor for maxi mal performance. 
Therefore, most high-speed designs use costly, skew
controlled bu ffer chips and elaborate distri bution 
schemes to get tightly contro l led clocks. Often, these 
circu its use PLLs as wel l  to control the absolu te arrival 
rime of the clocks. AJI these decisions result in good 
performance but at a price, both in cost and board area. 

Like other l arge ASICs, the 2 1 1 74 has a large riming 
variation on i rs I/0 ceJ i s .  Unl ike other large ASICs, it 
employs a novel feedback circu it  that automatical ly 
compensates for delay uncertainty and ul timately del iv
ers tightly a l igned clocks . Figure 4 shows some detai ls 
of this circuit, which is used to generate the main mem
ory clock, DRAM_CLK. This clock originates inside 
the ASIC as a copy of the tightly aligned internal c lock, 
CLK, which is then distributed through a variable delay 
l ine .  The resultant delayed clock is then sent, i n  mu lti 
p le  copies, out  oftl1e ch ip  to  tl1e SDR.Al\11 memory dual 
in - line memory modu les (DIMMs) .  

PCI CLK 
DISTRIBUTION 
(TO OUTPUT 
LATCHES ONLY) 

1 3  

DRAM CLK 
(24 CO-PIES TO 
6 DIMMs) 
1 2  

DRAM_CLK_IN 

PCI_CLK 
6 (OPTIONS) 

The variable delay l ine  consists of 1 2 8  i ndependent 
delay cel ls, wh ich have a delay of roughly 200 ps each .  
Each delay ce l l  maintains the  same polarity of  the  clock 
but i nverts it twice to compensate for d ifferent gate 
rise and t1l l  r imes .  By adjusting the number of delay 
cells i n  the path , the 2 1 1 74 ASI C  can control the ti m
ing of the  output clock. With  that accomplished , the 
core logic ASI C  must now determine and control the 
nu mber of delay elements used . 

As Figure 4 shows, the 2 1 1 7  4 AS IC generates 1 3  
identical copies of the DRAM clock; 1 2  copies go to 
the memory arrays (two per DIMM) .  The thi rteenth 
copy feeds back into the ASIC.  ConcepruaJ iy, the extra 
copy goes to a phase detector, which com pares i t  
against i ts own internal clock, CLK. I f  the  sampled 
D.RAM_CLK leads CLK, then the phase detector auto
matical ly  increases the delay of the DR.Al\1_CU( vari
able delay line by adding one more element to the 
delay chai n .  Conversely, if D.RAM_CLK trai l s  CLIC, 
one element of the variable delay l ine is removed. 

Digital Techniol journal Vol .  9 No. 2 1 997 49 



50 

21 17� Ccm£ LOGK: ASIC 

OCI.K OELJW LiNE. 1 it'8 ELE\ENTS OCu< f.\N.()IJT fREf :1 ·:� : -: �- - - · · - - - - :-,�elK owv·c·ac: ,- - - - - - - - - - : · : :  . - - - - - - - , : : : : :  : : I I I 
a·� ' ' ' P--�l>tC> 1 I I I 

I I I I 
1 I I I 
: : : :  
I I '  I 
: -� � -� 

' ' . ' ' . ' ' ' 
� - - -- - - - . J . - -- - -- - - - - - - - - - - - - - - - .J _ - - - - - - - - - - - - - - - - - -- - .... 

F igure 4 
DRAJ'v!_CLK Clock Aligner 

The alignment circuitry continues to add (or remove) 
one delay element until the clocks are slightly past rJ1e 
optimal alignment; at tl1at point, it then subtracts (or 
adds) a delay element. The circuit rhus brings the clocks 
c lose to alignment and then toggles back and fortl1 by 
one delay clement, which adds slight but acceptable j itter 
to tl1e clocks. 

The phase detector is logically a D flip-flop, with 
CLK driving its clock input and DRAM_CLK as its data 
input .  The rwo output states tl1us represent "CLK leads 
DRAM_CLK" and "CLK trai ls DRAM_CLI(." The cir
cuit pings back and forth betvveen the final two delay 
e lements because the phase detector does not d irectly 
indicate that clocks are in al ignment. Also, once the 
clocks are in  al ignment, timing could drift because of 
delay changes caused by temperature or voltage varia
tions, which require the circuit to be left on.  

The goal of th.is clock circu it  i s  to precisely align the 
phase detector's c lock, CLK, with its data, the input 
copy of DRAM_CLK. This nearly guarantees that the 
flop wil l  be operating i n  violation of its normal setup
and- hold timing window because its data are changing 
at the clock edge . (State elements l ike ro have a setup
and-hold window around the  c lock where the data is 
stable at either a 0 or a l . )  This violation can cause 
both u ncertainty in its output state, as well as prob
lems witb metasta bi l ity in  the flip-flop.  

Fortunately, we were able to use a special metastab le 
hardened fl ip-flop i n  I BM's CMOS5 l i brary as one of 
the phase detectors in rhe 2 1 1 74 ASIC. (The circui t  
offers two phase detectors; each i s  implemented with a 
d ifterent f-lop and is selectable during power-up . )  Also, 
the output of the phase detector was sent through 
seven more metastable Hops in series. These flops clean 
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up and synch ronize any metastable state that may 
occur and send a c lean output ro the variable delay l ine 
control circui try. 

Although ASICs can have a large variation in output 
delay from chip to chip and for diHerent vol tages and 
tempc:ratures, ceU delays are correlated to a large: degree 
with in  a chip . In short, if one 1/0 ceU i n  a chip is run
n.ing fast, rJ1ey will all be running fast. Thus, by l ining up 
one of tl1e DRAM CLKs, they are a.U in rough alignment 
witl1 it. Altl1ough tllis compensates for tl1e output buffer 
delay, the rest of the clock feedback path is not automat
ical ly correlated. 

The external  printed circuit board wiri ng, however, 
has relatively l ittle skew contribution because propaga
tion de lays in etch are relatively constant a nd easi ly cal
culated . (The wiring will correlate to the etch delay of 
tl1e other clocks going to the DINI Ms . )  The input 
buffer cel l delay of the ked back clock is not correlated ,  
but this i s  re latively fast and not consequentia l . 

Some additional aspects of tl1e c ircuitry arc wortl1 
mentioning. For example, in rl1e 2 1 1 74 ASIC imple
mentation, the automatic delay alignment circuitry can 
be selectively enabled or disabled by software ( it  powers 
up disabled) .  Software e<m force tl1e number of delay ele
ments. This al lows us to derive more elaborate schemes 
of fine-tuning tl1e SDRAl\1 clocks, such as advancing rl1e 
clock when tl1ere are more DIMMs in tl1e system and 
retarding it when there is light memory bus loading. 

Note that other nonrelatcd signals that use the same 
internal DCLK and the same 1/0 cell type are delay 
correlated to the DRAM c lock signals. Severa l other 
signals to the B -cache, which needed a tight ti ming 
relationship ro the memory, were generated in this 
fashion . Also, most of the memory inter£1ce signals are 



generated from DCLK, which made the normally dif
fi cu lt  job of interfacing to the high-speed memory a 
relatively easy one i n  terms of timing. 

The clock-alignment circuitry was one of the first 
things we checked after we powered on the first system.  
As soon as we wrote the bit to enable the auto alignment 
feature, the c locks snapped into the calculated/expected 
positions. 

B-cache Clocks 

Each of the two ST_CLIZ pins on the 2 1 1 64 CPU 
are split into two separate copies through a resistor
spl itting network. The resultant tou r  copies of 
ST _CLI( route to the B -cache module .  Three of these 
copies are avai lable for the synchronous static RAMs 
on the cache module,  and the fou rth copy routes to 
the 2 1 1 74 core logic ch ip .  The current implementa
tion of the B - cache module uses only one copy of 
ST_CLI(, which is buffered and sent  to the i nd ividual  
synchronous static RAM c hips. 

The system platform delivers three additional copies 
of the D RAM_CLIZs to the B-cache module ,  called 
SRAM_FILL_ CLI(, which also take advantage of the 
D RAM_CLI( al ignment j ust described. These clocks 
can be used to clock the synchronous static RAMs dur
ing memory fil ls  to give the least amount of clock skew 
betwee n  the memory and t he cache. A separate set of 
time-aligned signals, SRAM_FILL_EN, can be used to 
switch between the ST_CLIZ and SRAM_FI LL_CLIZ 
sources. 

The 2 1 1 74 ASIC implements a victim b ufter for dirty 
(updated) B-cache data being evicted to memory.< To 

CPU CLK 

SYSCLK, 
66 MHZ 

ST_CLK AT 
SRAM 

INDEX AT 
SRAM 

IJ'UUUU 

VICTI M DATA 
AT 2 1 1 74 -+--------+-----{ 
FORWARDED 
ST_CLK AT 
21 1 74 

DATA SAMPLING POINTS AT 
2 1 1 74 ASIC (FI RST THREE 
CAUGHT AT FORWARDED CLOCK, 
LAST OCTAWORD CAUGHT AT SYSCLK.)  

Figure 5 
Victim Eject Timing Diagram 

optimi ze victi m  eject timing to the core logic ASIC, 
the system uses a forwarded copy of the ST _ CLK clock 
sourced from the 2 1 1 64 CPU and sent to the 2 1 1 74 
ASI C  ( see Figu re 3 ) .  This clock, S RAM_CLIZ_IN ,  
works similarly t o  the 2 1 1 64 CPU's wave pipeline fea
ture and al lows ejection of a victim fi-om the cache to 
the 2 1 1 74 ASI C  i n  five SysCLK cycles rather than the 
eight cycles i t  would have taken without i t . 6  For flexi 
bility i n  future B -cache upgrade cards, t h i s  clock 
routes through the B - cache module, which a l lows its 
timing to be fine-tuned for the specific B - cache mod
ule parts.  Figure 5 shows this timing. 

Flash ROM and Boot 

The 2 1 1 74 core logic ASIC implements the boot 
code, the console firmware, and the nonvolati le RAM 
(NVR) i nterface in the system, another example of a 
system feature that was integrated into the core logic 
ASI C .  A singl e ,  one-megabyte ( M B )  fl ash ROM holds 
the power-on self- test ( POST),  two 1 6-kilobyte copies 
of NVR, and the AlphaBIOS and SR.J.\1 consoles. These 
separate components were combined to save board 
space that would have been used by separate parts: 
serial ROM, NVR, and nvo programmable ROMs. 

The more h igh ly i n tegrated design also reduced 
costs, which was consistent with our design goals .  The 
single flash ROM is connected on the address bus 
between the CPU and the core logic ASIC (see Figure 1 ) .  
B y  placing tl1ese critical software components logically 
closer to the CPU, rather than on the I/0 bus, we 
provided a greater ability to d iagnose the system when 
not all of i ts parts are working. Flash ROM was used 

llSLilJlru mn_n.n_ 
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to ease updating the firmware in the fiel d ,  al lowing 
upgrades from a fl oppy diskette (possi bly down loaded 
ti·om the DIGITAL Web site ) .  

The in it ia l  power-on boot sequence o n  the system is 
also unique among Alpha workstations. All Alpha CPUs 
can usc a seria l  RO M to load the primary instruction 
cache ( I  -cache ) at power-on; once the I -cache is fu l l ,  
execution begins.  Alternatively, the 2 1 1 64 C P U  can 
bypass the serial ROM load and begin executing 
directly from memory. These i nstruction stream 
( ! -strea m )  accesses miss in the CPU's empty i nternal 
caches, causing external fi l ls . The system impl ements 
th is form of power-on ,  using the core logic ASIC to 
i ntercept ! -stream fi l ls and retrieve the data from flash 
ROM . This saves the board space and cost associated 
with either a specia l ized serial ROM part or the logic 
to seria l ize a standard ROM. 

At init ia l  power-on, the core logic ASIC interprets 
CPU requests for reads from addresses 00.0000.0000 
through 00.03FF.t:FFF as requests for data from 
the flash ROM. The transaction begins with a 
read_block_miss command from the CPU. The core 
logic ASIC asserts cack_l to acknowledge the command 
and then asserts addr_bus_req to request the private 
use of the CPU -to-2 1 1 7  4 ASIC address bus. lt  then 
issues reads ro the fl ash ROM by passing address and 
control information on the now-reserved address bus. 

S ince the core logic ASIC owns the bus, it does not 
have to adhere to conventional usage : the address b its 
are free for reassignment. Addr<3 1 : 12 >  is used as the 
byte address into the flash ROM ;  the eight-bit datu m 
is returned on addr< 1 1  :4>. S ixty-four successive bytes 
read fi·om the flash ROM arc packed into a buffer i n  
the core logic ASIC and returned to the C P U  to com
plete the original fi l l  request. 

There are two different address ranges used for fl ash 
ROM fi l l s :  one starting at address 00.0000. 0000 ( to 
a l low power-on fi·om code in flash ROM)  and another 
at address OF.FCOO.OOOO (above any possible mem
ory) .  Both ranges access the same fl ash ROM data . 
POST code quickly j u mps to the high address range, 
d isab l ing the low range and fi·eeing those addresses for 
use by memory before i t  begins to size the DIMMs. 

Byte read and write access to the f lash ROM is a l so 
supported for access to NVR and for updati ng the 
firmware. This add ress range starts at C7.COOO.OOOO. 
Only two function-specific p ins on the core logic ASIC 
are used for the flash ROM interface, write enable 
( t1ash_wc_l , deasserted during fi l ls )  and chip enable 
( fl ash_ce_l ) .  The fl ash ROM's output enable is con
trol led through an address line, addr<39>.  

A socket is provided on the system mother board 
to al low for the use of a real seria l  ROM part. The 
circui try automatica l l y  detects the presence of a serial 
ROM and wi l l  di rect the 2 1 164 CPU to boot from the 
seri al ROM port if  the part is installed .  This al lows 
a serial ROM to be used in case of damage to, or 
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inadvertent corruption of the flash ROl'vl. This feature 
is also usefu l for modu le - l evel debug, because serial 
ROM parts with specific test scripts can be made . 

Interrupt Controller 

The system provides separate i nputs for every possi 
ble PCI i nterrupt  ( Figure 6 ), avoid ing the problems 
that shared interrupts bring: longer l atency, unneces
sary l/0, con figu ration restrictions, and so forth. We 
implemented a seria l  I/O scheme to handle PCI inter
ru pts and misce l l aneous IjO. This has the advantage 
of bypassing the Industry Standard Archi tecture ( lSA) 
interrupt handlers entirely, except for true ISA inter
ru pts . Many previous designs run the PC! in terrupts 
through the PCI - to- ISA bridge, which requ ires addi
tional l/0 to determi ne the device that needs attcn
tion.  I n  the  design of the  system, we tried to avoid the 
need for time-wasting l/0 accesses wherever possible, 
moving the access c loser to the CPU if i t  could not be 
e l i minated enti rely. Further down the hierarchy of 
buses ( CPU to PCI  to ISA) ,  l atencies i ncrease and the 
poss ibi l ity of contention rises . For a high-frequency 
lUSC CPU such as the 2 1 164,  sta l l ing the CPU has a 
significantly h igher penalty than for slower processors. 

The core logic AS IC uses only three pins to control 
external shift registers for in terrupts and genera l 
pu rpose inputs and incorporates a fourth pin that han
dles genera l -pu rpose outputs (such as control bits or 
l ight-emitting diodes [ LEDs ] ) .  The external logic is 
shown in Figure 6,  where in t_clk is the sh ift clock into 
the external shift registers, int_sr_load_l is the load 
pu lse f(x both input and output, in t_sr_in is the seria l  
input stream, and the serial output is on gp_sr_out.  

Inside the core logic ASIC,  we used several registers 
in the i nterrupt controller. Al l  i n terrupts and general 
purpose inputs are readable in the 64-bit int_rcq regis
ter, letting the interrup t  dispatch code determine 
relative priorities. A corresponding int_mask enables 
or d isables each input as an interrupt.  To save external 
i nverters, an eight-bit register ( i nt_hi lo )  is used to 
change the polarity of individual i nputs in the low bvtc 
( inputs are assumed to be active-low signals, but some 
inputs arc contrary) .  Another eight-bit register is 
int_routc, which can selectively route some inputs to 
di fferent interrupt l ines on the CPU; a l though most 
interru pts arc del ivered on the CPU's i rq_hd > l ine ,  
this feature a l lows the clock to come i n  a t  a higher 
priority and other inpu ts to cause a machine check, a 
power- fai l i nterrupt, or a halt condi tion. 

The interrupt controller can be configured for the 
number of bits used, in b locks of eight, for as many as 
64 bits .  We set the i nterrupt  control ler for 32 bits, 
imp lemented as four, cascaded, eight- bit para l le l - to
serial shifi: registers and two serial - to-para l le l  parts, 
which was sufficient for the system. The ti ming of the 
shifi: clock is  adj ustable to balance the cost of the sh ift 
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registers against the in terrupt latency. These t\vo para
meters are mainta ined i n  the i n t_cnfg register. 

A small additional interrupt latency was introduced by 
the serial in terface. We j udged this to be an acceptable 
compromise, since we eliminated several I/0 accesses 
per interrupt. Note that when mul tiple interrupts occur 
within the same shift cycle, all arc available to the CPU's 
interrupt dispatch routine simul taneously, with only one 
read of the core logic ASIC's int_req register. 

Soft Reset 

The core logic ASIC generates and drives al l  the sys
tem reset l i nes, inc luding irs own .  It receives a DC_ OK 
( DC power supply levels charged and okay) signal 
from an external voltage monitor, waits tor its internal 
PLL to Jock, and then delays for a programmable ( by 
means of external pu l l -up/pu l l -down resistors) num
ber of  cycles before deasserting reset to  the system. 

Also, the core logic ASIC implements a soft reset 
teature whereby software can reset the entire machine, 
with the exception of a few key registers i n  the core 
logic ASIC .  This a l lows software to reconfigure certa in 
key CPU and core logic ASI C  clocking parameters, h it  
reset, and acquire the new t iming. 
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For example, the state of the C PU's i nterrupt pins 
during system reset determines the external clock 
characteristics of the 2 1 ]  64, such as the SysCLK d ivide 
ratio and the SysCLK,_2 delay ( mentioned earl ier) .  At 
power-on, these are set by pul l -up and pul l -down 
resistors on the mod ule to the slowest speed.  After 
sorrware establ ishes the CPU's operating frequency, i t  
can  con figure the  i n terrupt logic to drive t hese l ines to 
the correct value and reset the machine .  The next rime 
the CPU restarts, software recognizes the right clock 
parameters and conrj nues with the boor code .  

Embedded Real-time Counter and Timer Interrupt 

A 64-bir rea l -time counter in the rt_count register, 
ticking with the system clock, is usefu l  for microscopic 
ri ming measureme nts . The core logic ASIC provides 
an i n t_timc al arm register to i nterrupt the CPU at spe
cific values ofrt_count. The system uses the rea l - time 
clock in  one ofits peripheral I/0 chips (super I/0) for 
the system timekeeper, bypass ing the ISA i nterrupt 
controller and bringing its i nterrupt straight to the 
input sh ift registers, which saves PCI bandwidth and 
processor cycles. 
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FC Interface 

Two pins on the core logic ASIC  were set aside for 
general -purpose inputs or outputs, under total soft
ware conu·ol .  In the system,  these are used by software 
to implement an FC ( i nter-I C) interface for clock and 
data. This serial interface al lows input of static config
uration data from the six DIMMs and the B-cache 
module .  At power-on,  flrmware reads information 
from smal l ,  serial electrically erasable read -only memo
ries ( EERO?vls) on each of these modu les. Thus the 
i nterface can easi ly establ ish system conflguration as 
well as set up memory and cache timing. The DIMM 
FC ROM contents are  defined by the Joint Electron 
Devices Engineering Councils (JEDEC) standards and 
can be programmed i n  place. 

Since the PC data is read on.ly once at power-on, it was 
not important to make this interface fast. Consequently, 
it was implemented as a "bit-bang" port, in which each 
transition on each line is controUed by firmware accesses 
to logic registers. Firmware is responsible for timing of 
the protocol's clock and for setup and hold of the data. 
Also, firmware handles deserial i zation ( byte packing) of 
the incoming data stream.  

logic Partitioning and Enclosure 

Most of the system logic is partitioned onto two boards: 
a riser card and the mother board (often referred to as 
the mai n  logic board [ MLB ] ) .  The riser card is used tor 
aU components common across the DIGITAL Personal 
Workstation Line; it includes five option slots, audio, and 
Ethernet logic. Al l internal cables connect to tl1e riser, 
which is intended to be common between the plat
forms. Figure 7 shows a photograph of the system logic. 

Because of the shared Iiser, me a-series and i-series sys
tems have much in com mon. For example, they use the 
same PCI-PCI bridge chip, witl1 identical option slot lay
outs. The CO-qual ity audio and 10/100 megabits per 
second Ethernet logic arc common, as are tl1e bulkhead 
cards for these signals. 

The MLB contains the CPU, core logic chip (set ) ,  
cache,  memory, and m iscel laneous external connec
tors. Figure 8 shows the optional B-cache module and 
a custom-designed memory DI M.!\1. Because there are 
no internal connections, it is easy to remove an Inte l 
MLB and replace it with an Alpha board . 

I n  a design compromise, we added a PCI-IDE chip 
on tl1e M LB to match me partitioning cl.i.ctated by cost
ing i-selies machines, which have integrated device elec
tronics ( IDE) built into their core .logic. The natural 
place for such a device would have been on the 1iser card . 

A graphics control ler was not embedded so the 
customer could select from adapters of varying cost 
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F igure 7 
Electronics, .Mother Board, and Riser for rhc 
DIGITAL Personal Workstation, a-Series 

and performance .  For those users with a CPU
intensive appl ication who do not need high -qua l ity, 
hi gh- performance graphics, a less expensive adapter 
may be adequate .  Demanding users, such as those 
doing m echanical computer-aided design (CAD) ,  wi l l  
find that tl1e high-end graphics cards offer a signincant 
boost in quality and performance. 

A small computer systems i nter face (SCSI) control ler 
is provided as a PCI option card fOr several reasons. 
First of all ,  it was more expensive to embed SCS I  and 
provide a bu lkhead card for an external connection. 

Figure 8 
Optional 2-MB B -Cache and 64 -MR OIMM 
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Using an option card allows us to move to better SCSI 
solutions as they become avai lable. Customers with a 
l ight disk IjO load may choose to use a less expensive 
IDE hard disk. 

Although there were many benefits to sharing so 
many components between the a-series (Alpha) and the 
i-series (e .g . ,  Intel x86 ) ,  the development process was 
not conflict-ffee. The Alpha development team faced 
several significant problems. Because the i -series devel 
opment started sooner, much of the feature set and 
logic partitioning was already committed before vve had 
a chance to participate in  the design. The original enclo
sure proved to be inadequate, and we had to make 
changes for cooling, FCC containment, and mechanical 
support of option cards. Also, there were difficul ties 
that reflected the ditkrent market requirements tor PCs 
and workstations. For i nstance, an external HALT 
button, which forces a running machine to the firm
ware console, is a standard feature in  the UNIX and 
OpenVMS markets but is missing in the DIGITAL 
Personal Workstation . 

Results and Summary 

The 2 1 1 74 core logic ASI C  was implemented as a 
standard -cel l  ASIC design and uses about 320,000 
cel ls (250,000 gate equivalent )  on a 7 .2-miU imeter 
square die, routed in five layers of metal. The design 
uses 384 signal pins in  a 474-pin ceramic BGA pack
age; the remaining pins are used tor power and 
ground .  The DIGITAL Personal Workstation a-series 
and au-series include the 2 1 1 64 Alpha CPU, the 
2 1 1 74 core logic ASIC, synchronous DRAM, and a 
64-bit PCI bus. 
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Design of the 21 1 74 
Memory Control ler 
for DIGITAL Personal 
Workstations 

DIGITAL has developed the 2 1 1 74 single-chip core 

logic ASIC for the 2 1 1 64 and 2 1 1 64PC Al pha 

microprocessors. The memory control ler in the 

21 1 74 chip uses synchronous DRAMs on a 1 28-bit 

data bus to achieve h igh peak bandwidth and 

increases the use of the avai la ble bandwidth 

through overlapped memory operations and 

simu ltaneously active ("hot") rows. A new pre

d iction scheme improves the efficiency of hot 

row operations by closing rows when they are 

not l ikely to be reused. The 2 1 1 74 chip is housed 

in a 474-pin BGA. The compact design is made 

possible by a unique bus arch itectu re that con

nects the memory bus to the CPU bus d i rectly, 

or through a QuickS witch bus separator, rather 

than routing the memory traffic through the 

core logic chip. 

I 
Reinhard C. Schwnann 

As m icroprocessor performance has relentlessly 
improved in recent years, it  h as become increasingly 
important to provide a high- bandwidth, low-latency 
memory su bsystem to achieve the fi.1 l l  performance 
potential of these processors. I n  past years, i mprove
ments in memory latency and bandwidth have not 
kept pace with reductions in instruction execution 
ti me. Caches have been used extensively to patch over 
this mismatch,  but some applications do not use 
caches effectively. ' 

This paper describes the memory controJ ier in 
the 2 1 1 74 application-specific integrated circuit 
(ASIC) that was developed for DIGITAL Personal 
Workstations powered with 2 1 1 64 or 2 1 1 64A Alpha 
microprocessors. Before discussing the major compo
nents of the memory control ler, this paper presents 
memory performance measurements ,  an overview of 
the system, and a description of data bus sequences. It 
then discusses the six major sections of the memory 
controller, including the address decoding scheme and 
s imul taneously active ( " hot" ) row operatjon and their 
eftect on latency and bandwidth.  

Project Goals 

At the outset of the design project, we were charged 
with developing a low-cost ASIC for the Alpha 2 1 1 64 
microprocessor for use i n  the DIGITAL l ine of low
end workstations . 2 .J Although our goal was to reduce 
the system cost, we set an aggressive target for mem
ory pertormance. Specifically, we intended to reduce 
the portion of majn memory latency that was attt·ibut
able to the memory controJler subsystem, rather than 
to the dynamic random -access memory ( D RAM )  
chips themselves, and t o  u s e  a s  much o f  the raw band
width of the 2 1 1 64 data bus as  possible. 

In previous workstation designs, as much as 60 per
cent of memory latency was attributable to system over
head ratl1er than to tl1e DRAM components, and we 
have reduced that overhead to less than 30 percent. In 
addition, the use of synchronous DRAMs (SDRAMs) 
allowed us to provide nearly twice as much usable band
width tor tl1e memory subsystem and reduce the mem
ory array data path widtl1 from 5 1 2  bits to 1 28 bits. 
Figure 1 shows the measured latency and bandwidth 
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Measured LJtency and Bandwidth 

characteristics attainable with the 2 1 1 74 chip in the 
DIGITAL Personal Workstation Model 433a and 
compares that data with measurements for se\'eral 
other systems. The STREAM ( McCalp in )  bandwid th 
measurements were obtained from the University of 
Virginia's Web site . '  The memory latency was mea
sured with a program that walks l inked l ists of various 
sizes and extrapolates tile apparent latency from the 
r u n  times.' Note that the measured latency also 
includes the miss times for a l l  levels of cache .  

Despite our ambitious memory performance goals ,  
our primary goal was to red uce cost. We considered 
e l iminating the level 3 (L3 ) cache fou nd in earlier 
DIGITAL workstations from our system design -" Pre
vious research indicated that a 2 1 1 64 microprocessor
based machine without an L3 cache cou ld  ach ieve 
good performance, given good memory l atency and 
bandwidth 7 Clearly, e l im ination of the L3 cache 
would reduce perr(xmance; we chose instead to retai n  
the cache but as a n  optional feature. 

Typical ly, memory control lers used wi th Alpha 
microprocessors have used a data path slice design, 
with two or tour data path chips connecting the CPU 
to the DRAMs. Early in our design process, we realized 
that these data path ch ips could be e l iminated if the 
memory cycle time were made fast enough for nonin
terleaved memory read data to be del ivered directly to 
the CPU .  Previous designs used fast-page-mode 
DRAMs, bur they cou ld  not be cycled quickly enough 
to provide adequate bandwidth from a 128 -bit-wide 
memory. Consequently, a 256-bit  or 5 1 2-b it  memory 
data path was used in those designs, and data from the 
wide memory was interleaved to provide adequate 
bandwidth to the CPU. Recently, several types of 
higher bandwidth DRAMs have been introduced, 
including extended data out ( EDO) , burst EDO, and 
SDRAMs . All three memory types have adequate 
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bandwidth for d irect attachment to the data pins of 
the 2 1 1 64,  and a l l  three are available at l ittle or no 
price premium over fast- page-mode DRAMs.  

vVe eventua l l y  chose SDRAMs for our design 
because their bandwidth is better than that of the other 
two types, and because the industry-standaxd SDRAJ'vls 
use a 3 . 3 -volt interface that is fully compatible with the 
2 1 1 64 data p ins .s Fortuitously, SDRAJvls were begin
ning to penetrate the mainstream memory market at 
t he time we started our design, which provided assur
:tnce that we would be able to buy them in volume 
rrom mul tip le suppliers at l ittle or no price premium.  

Al though we el iminated the data path sl ices in the 
path from memory to the CPU, \.Ve sti l l  needed a data 
path from the memory to the peripheral component 
interconnect ( PCI) I/0 bus. When we started the 
design, i t  seemed clear that we would need multiple 
ch ips to accommodate the data path because o f' the 
128 -bit  memory bus, 1 6 -bit  error-correcting code 
(ECC) bus, the 64- bit  PCI bus, and their associated 
control pins.  We planned to partition the design to fit 
into mu ltiple 208-pin plastic quad flat pack ( PQfP )  
packages. Our first design approach used two data 
path s l ices to connect the memory to the PC! bus and 
a third chip for the control logic. 

After a prel iminary feasibi l ity i nvestigation with two 
ASIC suppl iers, we decided to combine al l three chips 
into one chip,  using emerging ball grid array ( BGA) 
packaging technology. A l though a single chip would be 
more expensive, the elimination of two chips and more 
than 100 interconnections promised a reduction i n  
main logic board complexity and size, thus partial ly off� 
setting the additional cost of the si ngle chip design. In 
addition, the performance wou ld be s l ightly better 
because critical paths wou l d  not span multip le chips 
and the design process would be much easier and bster. 



System Overview 

Figure 2 shows a system diagram for the cacheless 
design . Note that the memory array connects directly 
to tl1e CPU . Figure 3 shows a configuration with an 
optional cache. In this configuration, a QuickSwitch 
bus separator isolates the CPU/cache bus from 
the memory bus. (A QuickSwitch is simply a low
impedance field effect transistor [PET] switch, typically 
several switches i n  one integrated circuit package, con
trolled by a logic input. In the connected state , it has an 
impedance of approximately 5 ohms, so it behaves 
almost like a perfect switch in this appJication . )  From 
an architectu ral standpoint, it is not absolutely neces
sary to separate the buses when a cache is provided, but 
the bus separation substantially reduces tl1e capacitance 
on the CPU/cache bus when the buses are discon-

2 1 1 64 
ALPHA 
CPU DATA 

ADDRESS 

I 36 

I FLASH I CHIP ENABLE, WRITE ENABLE 

ROM I 
CONTROL 

Figure 2 
CacheJess Workstation Configuration 
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nected, which speeds up CPU cache accesses signifi
cantly. As a s ide benefit, direct memory access (DMA) 
traffic to and from main memory can be completed 
without interfering with CPU/cache traffic. The 
arrangement shown in Figure 3 is used in the DIGITAL 
Personal Workstation, wiili the cache implemented as a 
removable modu le . vVith this design , a single mother
board type supports a variety of system configu rations 
sparming a wide performance range . 

The memory controller also supports a server config
uration, shown in Figure 4. In the server configuration, 
as many as eight dual in-line memory module (DIMM) 
pairs can be implemented .  To cope with the additional 
data bus capacitance from the additional DIM!Yls, the 
DIMM portion of the data bus is partitioned into four 
sections using QuickS witch FET switches; only one sec
tion is connected to the main data bus at any one time. 
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I n  addition to the QuickS\\�tcb bus separators, the 
server configuration requires a decoder to generate 1 6  
separate ch ip select (CS)  signals f[·om the 6 CS signals 
provided by rJ1e 2 1 1 74 chip .  

data cycles. Figure 5 shows the basic memory read 
cycle; Figure 6 shows the basic memory write cycle .  

To provide full support for al l  processor and DMA 
request types, as wel l  as cache coherence requ ire
ments,  the memory controller must implement :1 l arge 
variety of data transfer sequences.  Table l shows the 
combinations of data source and desti nation and rhe 
u·ansactions that use them. A l l  memory and cache d:ua 
transfers are 64-byte transkrs, req u iring fou r  cycles of 
the 1 28 - bi t  data bus .  AJ I IjO transfers arc 32- byte 
transfers, requ iring two cycles. 

Data Bus Sequences 

The 2 1 1 64 CPU h as a cache l i ne  size of 64 bytes , 
which corresponds to four cycles of the 1 28 -bit  data 
bus .  For ease of implementation, the memory con
troller does a l l  memory operations in grou ps of tour 
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Figure 5 
Basic Memory Read Ti ming 
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Figure 6 
Basic Memory Write Timing 

Table 1 
Data Bus Tra nsfer Types 

To 21 1 64 CPU Cache 2 1 1 74 ASIC 

From 

2 1 1 64 CPU Private 1/0 write 

Cache Private L3 vict i m  

D M A  read 

D M A write' 

2 1 1 74 AS IC 1/0 read F i l l ' D M A  read' 

F i l l ' D M A  write '·' 

D R A M  F i l l  F i l l  D M A  read 

D M A write' 

Notes 

1 .  Data from vict i m  buffer. 

2. Merge data. 

The memory control ler  is designed to permit par
tial ly overlapped memory operations. The 2 1 1 64 
CPU can emit a second memory-fill request before the 
fill data from the first request has been returned . 
Figure 7 shows a timing sequence for tvvo read com
mands to the same group of memory chips. Note that 
the second read command to the SDRAMs is issued 
whi le the data from the first read is on the data bus .  
The two read commands ( four data cycles each )  are 
completed with no dead cycles betv.reen the read data 
for the first read and the read data for the second read . 
For most other cases, the data cycles of adjacent trans
actions cannot be chained together without interven
ing bus cycles, because of various resource conflicts . 
For example, when the bus is driven from different 
SDRAM chips, at  least one dead cycle between u·ansac-

DRAM 

L2 victi m 

L3 vict im 

DMA write 

tions i s  needed to avoid drive conflicts on the bus 
resulting from clock skews and delay variations 
between the two data sources. 

Memory Controller Components 

Figure 8 shows a block diagram of the 2 1 1 74 chip .  
Table 2 gives an overview of key ASIC metrics. A dis
cussion of the entire chip is  beyond the scope of this 
paper, but note that there are two major control 
blocks: the PCI control ler  manages the PCI interface, 
and the memory controller manages the memory 
subsystem and the CPU interface . The memory con
troller has six major sections, as shown in Figure 9 .  
The detailed functions of these components are 
described next. 
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B lock D iagram of the Logic Chip 

Memory Sequencer 

The memory sequencer provides overa l l  timing con
trol f(x a l l  portions of the 2 1 1 7  4 chip except the PCI 
interface_ To faci l i tate partial overlapping of memory 
transactions, the sequencer is implemented as two sep
arate state machines, the main sequencer and the data 
cycle sequencer. 

The main sequencer is responsib le for overa l l  trans
action tlow. I t  starts a l l  transactions and issues a l l mem-

D igitJI TcchnicJI  jou rn.1l Vol .  9 No. 2 1 99 7  

D COMMAND SYSCLK 
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PLL AND 
CLOCK 
GENERATOR DIMM 

CLOCKS 

[---------- DRAM_ADDR 
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CONTROLLER 

ory addresses and memory com mands. Table 3 l ists 
the transaction types supported by the main sequencer 
and the number of states associated with each type. 

The data cycle sequencer is dispatched by the main 
sequencer and executes the four data cycles associated 
with each memory transfer. A l t l1ough the data cyc le  
sequencer is simple in concept, it must cope with a wide 
variety of special cases and specia l  cyc les . For example, 
in the case of reads and writes to flash read-on ly mcm-



Table 2 
2 1 1 74 ASIC Summary 

Function 

Data bus c lock 

PCI clock 

Memory transfer s ize 

Memory latency 

Hot row latency 

Data bus width 

SDRAM support 

SDRAM CAS latency 

SDRAM banks/ch i p  

PCJ b u s  width 

Gate count 

Pin count 

Package 

Process 

Core Logic 

66 M Hz 

33 M H z  

64 Bytes 

1 05 ns (7- 1 - 1 - 1 )  

7 5  n s  (5-1 - 1 - 1 )  

1 28 bits + ECC 

1 6  Mbit and 64 M bit 3 .3V 

2 or 3 

2 or 4 

64 bits 

2 50,000 gates 

474 total (379 s igna l  p i ns) 

Ceramic BGA 

.3 5-f.l.m CMOS 

ory ( ROM), stall cycles are needed, because of the slow 
access time and narrow data bus of the flash ROM. 
Table 4 gives the  cycle types supported by the  data 
cycle sequencer. 

Some comrol signals fi·om the memory sequencer 
are driven fi-om the main sequencer, and some are dri
ven tram the data cycle sequencer. In add i tion, a num
ber  of control signals may be driven by either state 
machine .  This is necessary because of pipeJining con
siderations, as transactions are handed off from the 
main sequencer to the data cycle sequencer. For exam
ple, during a Di\1A write transaction, the Di\1A write 

COMMAND A 

VICTIM 
ADDRESS 
HIT BUFFER 

Table 3 
M a i n  Seq uencer States 

Transaction Type 

Id le  

Wa it for  i d l e  

Cache fi l l  

Cache fi l l  from flash ROM 

Cache fi l l  from d u m my memory 

L3 cache vict i m  write back 

L2 cache victi m write back 

DMA read 

DMA write 

SDRAM refresh 

SDRAM mode set 

PCI read 

CSR read 

F l ash ROM byte read 

PCJ or CSR write 

Flash ROM byte write 

E rrors 

Total  states 

N u m ber of States 

1 

2 

4 

4 

2 

3 

2 

9 

1 4  

2 

2 

2 

3 

1 

1 

2 

5 5  

data i s  selected on the internal data path multiplexer 
one cycle before it appears at the data pins, so the 
select signal for the internal mul tiplexer is driven by 
the main sequencer for the first data cycle of the DMA 
write and is then driven by the data cycle seq uencer tor 
three additional data cycles. The shared control signals 
are implemented separately in  each state machine, and 
the outputs are simply ORed together. 

-
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,--- REQUEST r-

OM A ADDRESS 

L 
MEMORY r-
SEQUENCER 
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'----

ARBITER 
A REQUEST 

Lf REFRESH 
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Figure 9 
G.l.ock Diagram of rile Memory Control ler  
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Table 4 
Data Cycle Sequencer States 

Data Cycle Type 

Id le 

Cache fi l l  

Cache fi l l  from vict im buffer 

Cache fi l l  from flash ROM 

Cache fi l l  f rom d u m my memory 

L2 cache vict im write back 

L3 cache vict i m  write back to 2 1 1 74 ASIC 

L3 cache victim write back from 2 1 1 7  4 ASIC to memory 

DMA read from memory 

DMA read from L2 cache 

DMA read from L3 cache 

DMA read from vict i m  buffer 

DMA write to memory 

Read merge data f rom memory for DMA write 

Read merge data from L2 cache for DMA write 

Read merge data from L3 cache for DMA write 

Read merge data from vict im buffer for DMA write 

CSR read 

PCI read 

Flash ROM byte read 

PCI or CSR write 

F lash ROM byte write 

Address Multiplexer 

The add ress mu ltiplexer accepts an add ress from the 
2 1 1 64 address bus, from a D MA transaction, or from 
the victim buffer and then selects a su bset of the 
add ress bits to be d riven to the m u l tip lexed address 
pins of the S DRAMs. Figure 10 shows a bl ock diagr<l lll 
of the add ress path . As with most other DRAMs, the 
SDRA.i\11 address pins arc used fi rst for an n - bit  row 
address that selects one of 2" rows, and l a ter for an 
m - bi t  co l u mn address that  selects one of t he 2'"  bits 
within that row. To m i n i mize the delay through the 

address logic, the address bits are assigned to row and 
col umn addresses in a way that a llows su pport of many 
different S D RAM chip types, always using the same 
row add ress sel ection a nd using only  rwo possib le  
selections of col u m n  addresses . T:tble 5 gives the 
add ress bit assignments .  

To fu rther accelerate t h e  add ress decod ing, the 
i nput to the add ress m u l tiplexer i s  sent d i rectly f'rom 
the add ress receiver aheJd of the receive register, and a 
significant portion of the add ress decod ing and m u l ti 
plexing is completed bdore the first clock. 

SDRAM Address Decoder 

To achieve min imum l atency, the address path of the 
memory control ler is designed to send a row or col
umn add ress to the SDRAMs as quick ly  as possible 
after the address is received from the CPU. This goal 
confl icts with the need to support a wide variety of 
DIMM sizes i n  a random mix,  and the overal l  add ress 
path is extremely complex in fan-out and gate count.  

The opening a nd closing of rows ( row access strobe 
[RAS ] )  ;md t ile launch of transactions (co lumn access 
strobe [CAS ] )  is controlled separately for each DIMM 

p a i r  b y  one of eight DIMM p a i r  controllers. Each 
DIMM pair control ler, in  turn , con tai ns eight bank 
con tro l l e rs to control the fou r  possi ble banks within 
each of the two groups of memory chips on the DTMM 

pair, tor a total of 64 bank controllers . Figure l l  shows 
the detai ls. 

The add ress path and the launch of memory 
transactions are control led by four signals from the 
main sequencer: SELECT, SELECT _FOR_READ, 
S ELECT_fOR_WRJTE, and SELECT_FOR_R.JVIW. 

The S ELECT signal  di rects the D I MM pair con
trollers to open the selected row. There arc  three basic 
cases. In the simplest case, the row is a l ready open,  and 
no fi.trther action is needed . In  the second case, no row 
is open, and the DIMM pai r contro l l e r  must issue an 
activate com mand (or RAS ) to the S D RA.M s .  I n  the 
most com p l e x  case , an i ncorrect row is  open, and it 

SELECT _ 1 6 M  BIT _DI M M_PA I R  

SELECT _64MBIT _DIMM_PA I R  

CPU ADDR ESS 

DMA ADDR ESS 

VICTIM ADDRESS 

Figure 1 0  
Address Mu ltiplexer 
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A[27:4] 

DEFAULT _SDRAM_ADDR 

COLUMN ADDR ESS 
FOR 1 6-MBIT DRAMS 

COLUMN ADDRESS 
FOR 64-MBIT DRAMS 

[25 1 2] 

COLUMN 
MUX ADDR ESS 

ROW ADD RESS 

'------- A[33 1 2[ (TO DRAM TRANSACTION CONTROLLER) 
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Ta ble 5 
Row and Co l u m n  Address Mapping 

SDRAM Banks Number of Bits, Bank Select Row Bits Column Bits' 
Chip Type Row/Col u m n  Bits 

1 6 M x 4  4 1 4/1 0 2 5,24 23: 1 2  27:26, 1 1 :4 

8M x 8  4 1 4/9 2 5,24 23 : 1 2  26, 1 1 :4 

4M X 1 6  4 1 4/8 2 5,24 23: 1 2 1 1 :4 

1 6M x 4  2 1 4/1 0 24 25,23 : 1 2  27:26, 1 1 :4 

8M x 8  2 1 4/9 24 25,23 : 1 2  26, 1 1 :4 

4M X 1 6  2 1 4/8 24 25,23 : 1 2  1 1 :4 

4M x 4  2 1 2/1 0 23 23: 1 2  2 5 :24, 1 1 :4 

2M x 8  2 1 2/9 23 23: 1 2  24, 1 1 :4 

1 M x  1 6  2 1 2/8 23 23: 1 2  1 1 :4 

Note 

1 .  A l l 1 0 or 12 col u m n  bits for each SDRAM size are sent to the SO RAMs. For x8 or x 1 6  SDRAM ch ip  config u rations, 
one or two high-order col u m n  bits are ignored by the SDRAMs. 
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must be closed by a precharge command before the 
correct row can be opened . The main sequencer asserts 
SELECT continuously u ntil a data transfer is  started.  

The DIMM pair controllers do not need to report 
the completion of the SELECT operation. They simply 
open the selected row as quickly as possible.  However, 
if none of the DIMlvl pair contwllers recognizes the 
address, a nonexistent memory status is signaled to the 
mam sequencer. 

The SELECT signal can be issued speculatively. There 
is no com mitment to complete a data transfer to the 
selected group of SDRAl\lls .  For example, on a DMA 
read, SELECT is issued at the same time that a cache 
probe is launched to the CPU . If the CPU subsequently 
provides the read data, no memory read is needed , and 
the main sequencer simply deasserts SELECT. 

The main sequencer asserts a SELECT_FOR_READ, 
SE LECT_FOR_WRITE , or SELECT_FOR_RMW 
signal when it is ready to start a data transfer. 
SELECT _FOR_RMW starts a normal read sequ ence, 
with the exception that the row hit predictor is 
ignored and the row is u ncondition:ll ly left open at the 
end of the read, in anticipation that the next operation 
wil l  be a write to the same add ress. (The su bsequent 
write sequence would work properly even if the row 
were not left open,  so this is strictly a performance 
optimization . )  In response to a SELECT_FOR_x sig
nal, the selected DIMM pair controller starts the speci
fied transaction type as soon as possible .  If necessary, 
the transaction start is delayed u nti l  the selected row 
h as been opened. \Vhen the D I M M  pair control ler 
starts the data transaction ( i . e . ,  when i t  asserts CAS ) ,  
i t  reports CAS_ASSERTED to the main sequencer. 

The memory controller provides almost unlimited 
flexibil ity tor the use of d ifkrent DIMM types among 
the three D I MM pai rs ( eight DIMM pairs in the server 
con figuration ) .  Tab le  6 gives the fields in the DIMM 
pair control registers. The DIMM pair  s ize ,  as  wel l  as 
some SDRAM parameters, can be set individually per 
D IMM pair through these register fields. 

Table 6 
D I M M  Pa i r  Control Reg ister F ie lds 

Field 

ENABLE 

BASE_ADDRESS[33:24] 

SIZE [3:0] 

TWO_G R O U PS 

64 M B  IT 

4BANK 

Digital Techn ica l  journal 

Use 

I n d icates that th is  bank 
i s  i nsta l l ed and usa b l e  

Defines sta rti ng add ress 

Defines tota l  size of D I M M  
pair, 1 6  Mbytes - 5 1 2  M bytes 

I nd icates that D I M M  pair  
has  two groups of c h i ps 

Selects 64-M bit col u m n  
mappi ngs for t h i s  D I M M  
pa ir  

Indicates that the S D RAM 
ch ips each conta i n  fou r  
b a n ks 
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Hot Rows 

The S D RAMs have an interesting feamre that makes i t  
possible to improve t h e  average latency of the main 
memory. They permit two ( or four)  hot rows in the 
two (or four)  banks in  each memory chip to remain 
active simu ltaneously. Because a workstation configu 
ration has as many as three DIMM pairs,  with either 
one or two separately accessed groups of c hips per 
D I M M  pair, as many as 24 rows can remain open 
within the memory syste m .  ( In the server configura
tion,  the memory control ler can support as many as 
64 hot rows on eight DIMM pairs . )  

The col lection o f  h o t  rows can b e  regarded a s  a 
cach e .  This cache has u nconventional characteristics, 
since the size and n umber of the hot rows vary with 
the type of SDRAM chip and with the n um ber and 
type of memory DIMMs instal led in the machine .  In 
the maximum configu ration, the cache consists of 24 
cache l i nes ( i . e . ,  hot rows) with a l i ne size of 1 6  kilo
bytes ( KB ) , for a total cache size of 384 KB. Al though 
the cache is not large, its bandwidth is 1 6  KB every 
105 nanoseconds or 1 5 2  gigabytes per second. (The 
bus between this cache and main memory is 1 3 1 ,072 
bits wide , not counting the 1 6,384 ECC bits ' )  

Table 7 gives the state bits associated "'-ith each bank 
within each group of ch ips on each DIMM pair i n  
the memory system .  To keep track of the hot rows, a 
row address register is provided tor each bank. There 
are 64 copies of the state given in Table 5, although 
only 24 of them arc usable in the workstation configu 
ration . Prior to each memory access, the row add ress 
portion of the current memory ad dress is compared 
agai nst the selected row add ress register ro determi ne 
whether the open row can be used or whether a new 
row must be opened. ( Ofcourse, if the ROW_ACTIVE 
bit is not set, a new row must always be opened . )  

As with any cache, the hit rate is a n  i mportant factor 
in determining the effectiveness of the hot row cache. 
I f  a memory reference h i ts on an open row, latency is 
red uced due to the faster access time of the open row. 
However, if the memory reference m isses on an open 
row, the row m ust first be cl osed ( i . e . ,  a DRAM 
precharge cycle must be done ) before another row can 
be accessed . In  the past, some memory contro l lers 

Table 7 
State B its for Each of 64 SDRAM B a n ks 

State Use 

ACTIVE_ROW[2 5 : 1 2] The row cu rrently in use, 
if any 

ROW_AGIVE I nd i cates whether row 
is open 

ROW_H IT _HISTORY[3:0] H it/miss state from last 
four accesses 

T I M EOUT _CTR[3:0] Tracks busy time after 
com m a n d  i s  issued to bank 



were designed to keep the most recently used row 
open in one or more memory banks. This scheme pro
vides some performance benefit on some programs. 
On most programs, however, the scheme hurts perfor
mance, because the hit rate is so low that the access 
time reduction on h i ts is overshadowed by the time 
needed to close the open rows on misses. 

The memory controller uses predictors to guess 
whether the next access to a row wi l l  be a h i t  or a miss. 
If a hit is predicted on the next access, the row is left 
open at tbe end of the current access. If a m iss is pre
d icted, the row is closed ( i . e . ,  the memory bank is 
precharged) ,  thus saving tl1e subsequent time penalty 
for closing the row if the next access is ,  in fact, a m iss. 
A separate predictor is used for each potential open 
row. There are 64 predictors in al l ,  although only 24 
can be used in the workstation configuration.  Each 
predictor records the hit/miss result for the previous 
four accesses to the associated ban k. If  an access to the 
bank goes to the same row as the previous access to the 
same bank, it i s  recorded as a hit (whether or not the 
row was kept open) ;  otherwise, i t  is recorded as a miss. 
The predictor then uses the four-bit history to predict 
whether the next access wi l l  be a b it  or a miss. I f  the 
previous four accesses are al l llits, i t  predicts a hit .  If  the 
previous four  accesses are a l l  m isses, i t  pred icts a miss. 
Since the optimum policy is not obvious tor the other 
14 cases, a software-control led 1 6-bit precharge policy 
register is provided to defi ne the policy for each of the 
1 6  possible cases. Software can set this register to spec
if)' the desired pol icy or can d isable the hot row 
scheme altogether by setting the register to zeros. 

The precharge policy register is set to 1 1 10 1000 
1000 0000 upon initial ization, which keeps the row 
open whenever three of the preceding four  accesses 
are row hits .  To date, we have tested only with this set
ting and witl1 the a l l - zeros and a l l -ones settings, and 
we have not yet determined whether the default  set
ting is opti ma l .  The adaptive hot row feature provides 
a 23-percent improvement in measured ( i . e . ,  best
case ) memory latency and a 7 -percent improvement i n  
measured bandwidth against m e  STREA.!'vl. bench
mark, as reflected in Figure 1 .  Testing of the adaptive 
hot row feature shows an average performance 
improvement of2.0 percent on SPEC95tp base and an 
average of0.9 percent on SPEC95 int base. 

The level of improvement varies considerably over 
the individual benchmarks in the SPEC suite ,  as shown 
in Figure 1 2 ,  with improvements ranging from -0 .6 
percent to +5 .5 percent. 

For completeness, we also tested with the a ll -ones 
case , i . e . ,  with the current row left open at the end 
of each access. This scheme resu l ted in a 5 -percent 
performance loss on SPEC95tp base and a 2 -percent 
pertormance loss on SPEC95int base. 

The row hit predictor is not as usefi.d for configura
tions with an L3 cache, because the 2 1 1 64 interface 

VORTEX 

PERL 

IJPEG 

Ll 
COMPRESS 

GCC 

M88KSIM 

GO 

CI NT95 BASE 
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Figure 1 2  

0.99 1 . 04 

SPEC95 RELATIVE PERFORMANCE 
(ADAPTIVE HOT ROWS/NO OPEN ROWS) 

Performance Benefit of Adaptive Hot Rows 

1 .09 

enforces a su bstantial mimmum memory latency for 
memory reads to al low for the worst-case completion 
time for an unrelated 2 1 1 64 cache access. In most c:1 ses, 
this minimum latency erases the latency improvement 
obtained by hitting on an open row. 

Victim Buffer 

The 2 1 1 74 chip has a two-entry victim buffer to cap
ture victims !Tom the 2 1 1 64 CPU and hold them for 
subsequent write back to memory. A two-entry buffer 
is provided so mat write back can be deferred in favor 
of processing fi l l  requests. Normally, fill requests have 
priority over victim write backs . When the second vic
tim butler entry is allocated,  the victim write-back pri
ority is elevated to ensure mat at least one of the victims 
is immediately retired, tl1us avoiding a potential buffer 
overrun .  The victim bufters have address comparators 
to check me victim address against all fills and DMA 
reads and writes. On a victim buffer address hit,  read 
data or merge data is supplied d irectly from the victim 
buffer: the data is passed over the external data bus to 
avoid me use of an additional data path within t11C chip. 

Arbiter 

The memory sequencer must process requests !Tom sev
eral different sources. The arbiter selects which request 
to process next. The arbiter must serve two conflicting 
goals: ( 1) priority service for latency-sensitive requests, 
and ( 2 )  avoidance of lockouts and dead locks . Table 8 
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Table 8 
Arbitration Prio riti es 

Arbitration 
Priority 

H i g h est 

Lowest 

If Request Reg ister is Latched 

Set SO RAM Mode 

Refresh ( if overd ue) 

Vict im write back ( if both buffers are f u l l )  

DMA read 

DMA add ress translation buffer fi l l  

DMA write ( if both buffers are f u l l )  

P C I  read com pletion 

CPU req u est 

Vict im write back 

DMA write 

Refresh 

gives the arbitration priorities. Normally, CPU cache 
misses are treated as the highest priority requests. 
However, the arbiter avoids excessive latency on other 
requests by processing requests in batches. When a 
request is first accepted, the existing set of requests ( usu
ally just one) is captured i n  a latch. All requ ests within 
that group are serviced before any new request is con
sidere d .  During the servicing of the latched request( s),  
several new service requests may arrive. vVhen the l ast 
latched request is serviced, the latch is  opened and a 
new batch of req uests is captured . For a heavy request 
load , tl1is process approximates a round-robin priority 
scheme but is much s impler to implement. 

Normal l y, Dlv!A write requests, L3 cache victims, and 
refresh requests are low-priority requests. However, a 
second request of any of these types can become pend
ing before the first one has been serviced .  In this case, 
the priority ror tl1e request is increased to avoid unnec
essary blockage or overruns. 

Refresh Controller 

A simple, h·ee-running refresh timer provides a refresh 
request at a programmable interva l ,  typically every 1 5  
microseconds. The refres h  request i s  treated as a low
priority request u nti l h a l f  the refresh i n terval has 
expired . At that ti me, the refresh contro ller  asserts a 
h igh -priority refresh request that is serviced before a l l  
other memory req uests t o  ensure that refreshes are not 
blocked indefinite ly by other traffic .  When the arbi ter 
grants the refresh request, the main  sequencer per
forms a refresh operation on a l l  banks simultaneously. 

Cache Coherence 

The Al pha I/0 architecture req ui res that a l l  D MA 
operations be ful ly cache coherent .  Conseq uently, 
every D MA access requires a cache lookup in the 
2 1 1 64 microprocessor's level 2 ( L2 ) write-back cache 
and/or i n  the external L3 cache, which is control led 

Digital Technica l  journal  Vol .  9 No. 2 1 99 7  

I f  Request Reg ister is N O T  Latched 

CPU req uest 

Set SO RAM mode 

Refresh ( if  overd ue) 

Vict i m  write back ( if both buffers are f u l l )  

DMA read 

DMA add ress translation buffer f i l l  

D M A  write ( i f  both buffers a r e  fu l l ) 

PCI read co m p l et ion 

Vict i m  write back 

DMA write 

Refresh 

by the 2 1 1 64 .  In general ,  the memory control ler starts 
the row access portion of the memory access at the 
same time that it req uests the cache lookup from the 
CPU, in anticipation that the l ookup wi l l  miss i n  the 
cache . For DMA reads, the 2 1 1 64 microprocessor 
may return read d ata, which is then used to saris()' the 
read req uest . For DMA wri tes, several flows arc possi
ble, as shown in Figure 1 3 .  

I f  the D lvlA write covers a n  entire cache l i ne,  the 
memory controller requ ests that the CPU i nval id ate 
the associated entry, and the DMA d ata is then written 
directly to memory. If the write covers a partial cache 
l ine ,  a cache lookup is pertormed;  on a h it ,  the cache 
data is merged i nto the write bu fter before the d ata is 
wtitten to memory. If the cache m isses on a partial l i ne 
write, two outcomes are possi ble :  If each 1 2 8 - bi t  
memory cycle i s  either completely written o r  com
pletely u nchanged,  the data is  written to memory 
d irectly, and the write to the unchanged portions is 
suppressed using the data mask ( DQM ) signal on the 
memory D IMMs. If there are partially written 1 28-bit  
portions, the ful l  cache l ine  is  read from memory and 
the appropriate portions are  merged with the DMA 
write data. 

Cache Flushing 

The memory contro.l ler provides two novel features 
for assistance in flushing the write- back cache . These 
features are i ntended to be used in power- managed 
configuratjons where it may be desirable to shut down 
the processor and cache frequen tly, without losing 
memory contents and cache coherence . If the cache 
contains d i rty l i nes at  the time of s hutdown,  these l i nes 
must be f(m:ed back to memory before the cache can 
be d isable d .  The 2 1 1 64 m icroprocessor provides no 
d irect assista nce for flushi ng its i n ternal cache or the 
externa l  L3 cache, so it is genera l ly  necessary to read a 
large block of memory to flush the cache.  The mem-
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ory controller provides a large block of ROM (which 
always reads as zeros) for this purpose . Of course, no 
memory array is needed to support this feature, so the 
implementation complexity i s  negligi bl e .  

In  addition to  the E1ke memory, the memory con
troller provides a cache val id map that can make cache 
flushing faster when the cache is l ightly used . The 
cache val id map is a 32 -bit  register, in  which each bit 
ind icates whether a particu lar section of the cache has 
been ( partially) ti l led.  When a cache fill request is 
processed , the memory controller sets the correspond
ing bit i n  the cache map register. The bits of the regis
ter can be ind ivid ua lly reset under program control . 
To use this feature, the cache must first be completely 
flushed and the register reset to zeros. Thereafter, the 
cache map register reflects which sections of the cache 
can potentially conta in dirty data. During a subse
quent cache flush, the flush algorithm can skip over 
those sections of the cache whose correspond i ng bits 
in the cache map register have not been set. This fea
ture is useful primarily for cache shutdowns that occur 
bet\veen keystrokes, i . e . ,  when the system is nearly idle 

but has frequent, short bursts of activity to service key
board input, clock interrupts, modem receive data, or 
similar workloads. 

Conclusion 

The 2 1 1 74 chip provides a cost-effective core logic 
subsystem for a high-performance workstation .  The 
use ofSDRAMs, h igh-pin-count BGA packaging, and 
hot rows make possible a new level of memory pertor
mance, without the need tor wide memory buses or a 
complex memory data path . 
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